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Transformer

Designed for Sequence tasks.

Core:

Scaled Dot-Product Attention

Attention(Q,K ,V ) = softmax(
QK>
√
dk

)V
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Transformer

Concurrently process all inputs in a sequence.

Easy parallelization and faster training (cf. RNN).
Superb in handling long-term dependency.

Fail to generalize in tasks that RNN succeeds.

Copying strings/ logical inference tasks.
Hypothesis: These tasks benefit from the recurrent
inductive bias of RNN.

Research Question

Can we integrate the recurrent inductive bias into Vanilla
Transformer?
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Universal Transformer

High Level: Bring recurrent inductive bias into
Transformer.

Vanilla Transformer:

Fixed stack of distinct (attention) layers.

Universal Transformer:

Dynamic stack of identical (attention) layers.
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Universal Transformer

T is determined by adaptive computation time (ACT) [2].
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Experiment 1
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Experiment 2
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Experiment 3
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Experiment 4
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Conclusion

Universal Transformer (UT) introduces recurrent inductive
bias into parallel-in-time computation models (Vanilla
Transformers).

Succeed in many tasks that Vanilla Transformers fail.
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Truth

Very unstable.

E.g., 5-layer fails, 6-layer works, and 7-layer fails again.
Not happen in identical-layer-RNN/ -TCN [3].

Connection

Neural ODE [4].

xT = f (xT−1)

Fixed-point representations for sequence (can be found in
identical-layer-RNN/ -TCN). And the representations have
analytical form, which equals to forwarding infinite-depth
layers.
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The End
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