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Overview
● Given a control signal, in the form of a 

sequence or set of region sets, generate the 
corresponding caption together with its noun 
chunks grounded on region sets



Architecture

● Input: a set / sequence of region sets. Output: sequence of noun chunks
● Two-stage pipeline. Objects sorting followed by joint prediction of token sequence and chunk shifting.
● Fine-tuned with REINFORCE. Reward defined as a combination of Meteor and Alignment between token 

sequence and detection sequence.



Objectives
MLE

REINFORCE

reward of the sentence obtained using 
regular inference procedure 

Reward
● Rewarding caption quality - CIDEr
● Rewarding the alignment w.r.t. control input - 

Needleman-Wunsch score



Performance on Flickr30k

● Metrics are collected using references that are describing the same set of objects 
as the control input (only 1 reference in most cases)



Performance on COCO



Sorting Network
● Learns a soft permutation 

matrix of the input sequence
● Soft permutation matrix is 

converted to permutation 
matrix using Hungarian 
algorithm on inference

● Given a set of region sets R = 
{r1, r2, ..., rN }, each region set 
produces a vector of length N


