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Scene Graph
A structured representation of the 
semantic content of an image

● A set of bounding boxes
● A corresponding set of objects
● A set of of binary relationships 

between those objects

Zellers, Rowan, et al. "Neural motifs: Scene graph parsing with global context." Proceedings of the IEEE Conference on Computer Vision and 
Pattern Recognition. 2018.



Scene Graph Analysis



Prevalent Relations in Visual Genome

Object labels are highly predictive of 
relation labels BUT not vice-versa

● (edge | head, tail)  is correct 
70% of the time in top-1 guess.

● (edge | head, tail) can be 
determined with 97% accuracy 
in under 5 guesses.
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Lager Motifs
Structure patterns exist in larger 
subgraphs

● Over 50% graphs contain 
motifs involving at least two 
relations

Zellers, Rowan, et al. "Neural motifs: Scene graph parsing with global context." 
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2018.

O-R-O: 

Motif:

 Regularly appearing substructures



Stacked Motif 
Networks



Stacked Motif Networks
● Breaks scene graph parsing into stages: 

A. predicting bounding regions   Pr(B | I)
B. predicting labels for regions   Pr(O | B, I)
C. predicting relationships          Pr(R | B, O, I)

● Encode the global context that can directly inform the local predictors
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Stacked Motif Networks
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Frequency Baselines
FREQ: 

● Given object detections with labels, predict the most frequent relation 
between object pairs without visual cues.

FREQ-OVERLAP

● Only predict the relationships where there are overlap between the two boxes
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Results
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Discussion Points

● Long tail distribution of relationships [1]

○ dog-ride-skateboard (common)  v.s. dog-ride-sufboard (rare)

● Helps from other modalities? (E.g. captions?)

● What makes a good baseline?

[1] Lu, Cewu, et al. "Visual relationship detection with language priors." European Conference on Computer Vision. Springer, Cham, 2016.



Ording of the boxing box



Thank you!


