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Really quick self-introduction

● First-year MS Computer Vision student @ CMU
● Background in Vision and ML (some NLP)

○ Vision: Human gaze analysis, visual object tracking, 
○ ML: Domain adaptation
○ NLP: Image captioning



The problem - Cross-modal Retrieval

● Given an image, retrieve 
relevant texts

● Given some texts, retrieve 
relevant images



Motivation

● Current methods in cross-modal retrieval:
○ High level semantic features
○ Not sufficient for detailed local similarity (image) and word level 

similarity (language)

T. Baltrušaitis, C. Ahuja and L. Morency, "Multimodal Machine Learning: A Survey and Taxonomy," in IEEE Transactions 
on Pattern Analysis and Machine Intelligence, vol. 41, no. 2, pp. 423-443, 1 Feb. 2019.



The idea - Look, Imagine, and Match

● Incorporating generative models



The idea - Look, Imagine, and Match

● Incorporating generative models

Robust both 
globally and 

locally
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globally and 

locally



Architecture

● 3 Paths:



Architecture - Path 1 (Upper part of the figure)



Loss - Path 1

● Global Semantic Similarity



Architecture - Path 2: image to text (Blue Path)



Loss - Path 2

● Cross Entropy + Similarity 
Reward



Architecture - Path 3: text to image (Green Path)



Loss - Path 3

● Objective:
○ Distinguish <Real Im, True 

Cap> from <Real Im, Wrong Cap> 
and <Fake Im, True Cap>

● GAN loss



Training

while True:

Train path2

Train path1

Train path3

Train path1

Geni2t-GXN

Gent2i-GXN



Evaluation

● Metrics
○ R@K: percentage of queries where GT matchings are contained in the 

first K retrievals
○ Med r: median rank of the first retrieved GT matching

● Dataset: MS COCO



Quantitative Results



Ablation Study



Qualitative Results



Qualitative Results



Thannks!


