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Grounding Phrases is Essential in Captioning



Contribution I: New Set of Annotations



Contribution II: Multi-task Objective



Contribution II: Multi-task Objective
For the object category (e.g. 

car) of the token generated at 
t+1, model should predict 1 for 

all regions that have IoU >= 
0.5 for that category



Contribution II: Multi-task Objective
At time t, before generating a 
grounded word, model should 
attend to all regions that have 
IoU >= 0.5



Contribution II: Multi-task Objective
Model also needs to predict 
the object categories of the 
regions.



Competitive/SOTA Results on Video Captioning
How accurately predicted regions 
match ground-truth region mentions.



Competitive/SOTA Results on Video Captioning
Given ground-truth sentence for 
generation, how accurate in grounding 
the phrases to ground-truth regions?



Competitive/SOTA Results on Video Captioning
Classification accuracy for ground-truth 
regions



Competitive/SOTA Results on Image Captioning


