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Cross-modal mappings

Objective: Learn a mapping function from representations of one modality to
another.

Applications:
- Cross-modal retrieval (e.g. image search)
- Zero-shot learning
- Word translation
- Building multimodal representations

Desirable(?) property: Mapped representations should have a similar
neighborhood structure to the true target representations.



Approach

Instead of using similarity metrics like
- MSE loss
- Cosine similarity
- Max-margin loss

Measure the similarities of the neighborhood structures of sets of vectors.

New metric: mean nearest neighbor overlap

- Count the (average) proportion of neighbors that appear in the neighborhoods
of two vectors.a representation and its mapping.
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Results

Evaluated mappings between images and text and vice versa.
- Mapped representations have more similar neighborhood structures with the
original representations, instead of the target representations.
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Discussion points

- What kind of similarity constraints should be used for learning coordinated
multimodal representations?

- Could this be applied to multimodal learning with missing modalities?

- Is the “desirable property” always desirable?



