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Abstract— Over the past few years, there has been an
increased interest in machine understanding and recognition
of affective states based on facial expressions. While great
progress has been made, there are still a lot of challenges
facing automatic emotion recognition, namely: generalizability
of models across datasets, accounting for individual differences,
and recognition of subtle expressions. While deep learning
techniques enabled a large amount of progress in many areas
of computer vision, this progress has not yet been fully
translated to emotion recognition. Our work attempts to partly
address that by presenting a novel learning technique for deep
learning methods that leads to better generalization for emotion
recognition from facial expressions.

I. INTRODUCTION

Over the past few years, there has been an increasing inter-

est in machine understanding and recognition of affective and

cognitive mental states, especially based on facial expression

analysis [28]. As the facial expression is considered the

main channel of nonverbal communication, automatic facial

expression analysis is used in a number of applications to

facilitate human computer interaction [5], [23].

More recently, there has been a number of developments

demonstrating the feasibility of automated facial behav-

ior analysis systems for better understanding of medical

conditions such as shizophrenia [34] and post traumatic

stress disorders [31]. Other uses of automatic facial behavior

analysis include automotive industries [8], education [22],

[13], and entertainment [7]. While great progress has been

made, there are still a lot of challenges facing automatic

emotion recognition [21], namely: generalizability of models

across datasets, accounting for individual differences, and

recognition of subtle expressions.

While deep learning techniques, such as Convolutional

Neural Networks (CNN), enabled a large amount of progress

in many areas of computer vision [17], [33], [32], this

progress has not yet been fully translated to emotion recogni-

tion. This is partly because of lack of large training datasets

that such approaches tend to rely on. While tasks such as

object recognition enjoy datasets with millions of diverse

images [17], most datasets [19] [36], [35], [1], [18] for

facial expression analysis are made up of images from

tens or hundreds of subjects displaying a small range of

emotions. This makes it extremely difficult to train models

that generalize well within, not to mention across datasets.

This material is based upon work supported in part through a grant from
the CMU-Yahoo! InMind project. The views and conclusions contained
herein are those of the authors and should not be interpreted as necessarily
representing the official policies or endorsements of Yahoo!
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Fig. 1: (a) The traditional way to train a model fails to

consider the complexity of facial expressions where in-

troducing noisy or difficult samples early in training may

hurt model performance. (b) The training data is distributed

into different complexity levels based on a predetermined

curriculum. The training procedure begins from easy to hard

image samples (The illustration of complexity is shown in

Figure 3). Then the model can be guided to achieve a better

performance.

In this paper, we attempt to partly address that by pre-

senting a novel learning technique for deep learning methods

that leads to better generalization. In deep neural networks,

the model parameters are learned in an iterative fashion

using stochastic gradient descent and its variations. Because,

the objective function in deep networks has a highly non-

convex shape, the order of sample presentation for such

networks is important. Curriculum learning allows the model

to learn simpler instances first so they can be used as

building blocks to learn more complex ones. In our work,

we propose to extend the concept of curriculum learning

for facial expression recognition. We introduce a specialized

curriculum which follows the natural complexity found in

facial expression datasets, the expression intensities. We

evaluate our approach on a meta-dataset of basic emotions.

The summary of our approach can be seen in Figure 1.

Our paper is structured as follows. We first overview the

research done on curriculum learning and modern approaches

for emotion recognition in Section II. We then present

our model in Section III, followed by a description of

experiments in Section IV and the results in Section V. We

conclude and present future directions in Section VI.

II. BACKGROUND

We structure our background section by first discussing the

recent advances in curriculum learning that our work builds

on. We then follow by a discussion of modern approaches

to emotion recognition from facial expressions.
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A. Curriculum Learning and CNNs

In his seminal work Elman [12] studied the effect of a

learning structure on a synthetic grammar task. His work was

inspired by language learning in children and demonstrates

that a neural network is able to learn the grammar when

training data is presented from simple to complex order and

fails to do so when the order is random. Bengio et al. [6]

demonstrate that curriculum learning results in better gener-

alization and faster learning on a synthetic vision and word

representation learning tasks. Pentina et al. [26] investigate

the effect of curriculum learning in a multi-task learning

setup and proposed a model to learn the order of multiple

tasks. Their experiments on a set of vision tasks show

that learning tasks sequentially is better than learning them

jointly. Finally, Vanya et al. [2] apply curriculum learning

to natural image classification task by training a CNN from

scratch. Our work differs from the previous approaches, by

demonstrating the benefits of curriculum learning in facial

expression recognition task. To our knowledge, curriculum

learning has never been applied to the task of facial expres-

sion recognition

B. Emotion Recognition

While other computer vision tasks have embraced deep

learning and convolutional neural networks (CNNs), they

have not been as popular in emotion recognition, with

the field dominated by hand-crafted features such as Lo-

cal Binary Patterns and Histograms of Oriented Gradients

[28], [20]. For facial expression recognition deep learning

models do not always lead to best results and are at times

outperformed by simpler hand crafted features [14], [4]. We

review the several attempts at emotion recognition using deep

networks and CNNs.

Rifai et al. [27] demonstrate how to use a Contractive

Auto-Encoder to pretrain a face representation in a semi-

supervised manner. Their approach attempts to disentagle

the effects on representation due to emotion and other

factors such as pose variation and identity. Kahou et al.

[16] present a multimodal emotion recognition model, that

uses CNNs for the image based emotion recognition from

faces. They additionally explore a number of pipelines and

training regiments to train the model. Finally, Ng et al. [24]

demonstrate how to fine-tune CNNs on increasingly more

task relevant datasets for better emotion recognition results.

They demonstrate how a CNN trained for object recognition

and then tuned for emotion recognition in small and noisy

face images, followed by specific target dataset. Our work

builds on top of CNN work for facial expression recognition,

by applying curriculum learning to CNN training.

III. OUR APPROACH

Overview Our goal is to design an algorithm that introduces

curriculum learning to deep convolutional neural networks.

Our hypothesis is that starting model learning on simple

examples will help with the optimization of CNNs. In the

case of facial expression recognition task, the proposed

training procedure is based on two assumptions: (a) facial

expressions in images have different complexity level to

recognize; (b) the order of training samples, prioritizing

simpler samples before more complex ones, will benefit

the optimization of the models. Under these assumptions,

the primary challenge is how to sort image samples into a

sequence of subsets that illustrates the simpler concepts first.

Formally, given a training dataset D =
{(x1, y1), ..., (xn, yn)}, where xi ∈ R

d denotes the

ith training samples. n is the number of training samples

and yi represents its label. The estimated label ŷi is predicted

by f(xi,W), and W represents the model parameters of

the decision function f . Let L(yi, f(xi,W)) denote the

loss function which calculates the cost between the ground

truth label yi and the estimated label ŷi = f(xi,W). The

facial expression recognition model is then optimized by:

W� = argmin
W

n∑
i=1

L(yi, f(xi,W)). (1)

Here W� indicates the optimal model parameters. In

our work we exploit the fact that facial expressions with

high intensities are easier to recognize than those with low

intensities. This leads to the proposed algorithm shown in

Figure 2, we first group images into subsets based on the

intensities of their facial expressions (i.e., from high intensity

to low intensity). We then train the model via iterative

learning of increasingly complex images.

In the following sections, we demonstrate in detail: (1) the

CNN architecture and objective function we use in our ex-

periments, (2) the design of complexity function curriculum

and subsets generation, and (3) the optimization procedure

of our algorithm.

A. CNNs

To assess the assumption that proper data ordering could

help the optimization of the model, we focus on the training

of deep neural networks. Because they perform very well

in other computer vision tasks (e.g., they have some trans-

lation invariance). In CNNs, the network is composed of

successive convolutional layers (Conv layers), followed by

fully connected layers (FC layers). In the last fully connected

layer, each sample xi is passed to a softmax function, which

turns the values xT
i W into a valid probability distribution

[p1, ..., pk] as shown in Equation 2, where k is the kth class

and W = [w1, ..., wk].

p(ŷi = j|xi) =
expx

T
i wj

∑K
k=1 exp

xT
i wk

(2)

The cross-entropy function is used in our experiments to

train the CNN model:

L =
−1
n

n∑
i=1

[yi log ŷi + (1− yi) log(1− ŷi)]. (3)

The traditional way to optimize this objective function in

Equation 3 is to use stochastic gradient descent (SGD) with

mini-batches. When using mini-batches randomly created

from the training set, one potential issue is that the image
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Fig. 2: Framework of our proposed algorithm. Faces are first pre-processed by face alignment and masking, Then the

processed faces are ranked into different subsets based on a curriculum. In our experiments, we use a CNN with weights

pre-trained on ImageNet dataset. We fix the weights of convolutional layers and fine-tune the weights of fully connected

layers. The training iterations start from easy to hard subsets. In each iteration, the optimal model parameters W � are selected

for the next iteration.
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Fig. 3: Illustration of the complexity of image samples. Faces

from rmotion recognition datasets have different intensity

levels of facial expressions.

samples will include different levels of intensities within a

single mini-batch. Such sampling strategy of mini-batches

fails to consider the complexity of image samples where

noisy or difficult samples can slow down convergence or

even mislead the learner rather than help it establish the right

location of the decision surface [6]. We create a curriculum

based on the complexity of image samples and optimize the

objective function from easy to hard.

B. Curriculum learning

Curriculum learning begins with an easy case, slowly

extends it to the fully complex target task by taking tiny steps

in the problem space, trying not to stray far from the relevant

neighborhoods of the solution space [6]. To guide the model

to a good local minima, a series of subsets of decreasing

expression intensity that culminates in the complete data set

offers a natural progression.

Suppose we have a well-defined complexity function

C(yi, f(xi,W)) which measures the complexity of image

samples. The training data is then ranked by the complexity

function. An image sample with a higher rank (i.e., lower

complexity) is supposed to be learned earlier. In our ex-

periments, we define the complexity function as the facial

expression intensity level of image samples. That is, higher

intensity indicates lower complexity (see Figure 3). The

training data is split into b subsets using this complexity

function C(yi, f(xi,W)): D(1), ..., D(b), where columns of

D(j) ∈ R
m×nj correspond to the samples in the jth subset,

nj is the sample number in the subset and
∑b

j=1 nj =

n. Given two training samples xa ∈ Di, xb ∈ Dj , the

complexity will follow C(xa) < C(xb), ∀i < j.

C. Optimization

The subsets to train deep ConvNets are constructed as in

Section III-B, and we use the cross-entropy loss function de-

fined in Equation 3. We use the Baby Steps curriculum [30]

for our task. That is, in the training procedure, the complexity

of the training data should be increased while the simpler

image samples should not be discarded. We explored other

curriculum strategies (i.e., switch to hard image samples and

discard easy ones after certain number of iterations). These

methods perform worse than the Baby Steps curriculum and

their results are not included.

The training starts with the easiest subset, early stopping

is used when the accuracy criteria on the validation subset

does not improve in t number of epochs, the next hard subset

is merged to the current dataset and the model weights W�

are adopted as the initialization for the next training iteration.

When the hard subset is added to the current dataset, the

basic learning rate of the model is decreased in order to

reduce the influence of hard image samples. The optimization

procedure is shown in Algorithm 1.

Algorithm 1 CNNs with curriculum learning

Input: Input dataset D = {Di}bi=1 ordered by predeter-

mined curriculum

Output: Optimal model parameter W�

Dtrain = ∅

for i = 1, .., b do
Dtrain = Dtrain ∪Di

for epoch = 1, ..., k do
train(W, Dtrain)

end for
select best W�

update learning rate

end for
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IV. EXPERIMENTS

In this section, we present our experiments to evaluate

whether our proposed algorithm, by considering the com-

plexity of facial expressions, can lead to better trained

CNNs. Furthermore, we examine how curriculum learning

affects the training of shallower models such as multilayer

perceptrons (MLP). Finally, we investigate how the design

of curriculum affects the performance of our proposed algo-

rithm.

A. Baseline Models

To explore the effect of curriculum on training emotion

recognition models, we compare our approach to a number of

commonly used baselines. For a fair comparison, all feature

representations are evaluated using softmax classifiers.

HOG. Histograms of Oriented Gradients (HOG) descrip-

tor [9] partitions a given image into 8 × 8 pixel blocks.

More specifically, we use blocks of 2× 2 cells which leads

to 12 × 12 blocks of 31 dimensional histograms [3] (4464
dimensions in total to describe the face). The HOG feature

is selected because it performs very well in prior work [4].

LBP. The Local Binary Pattern (LBP) descriptor [29] en-

codes the local texture and global shape of face images. The

LBP descriptor [29] is computed by first equally dividing

the face images into small 7× 6 regions. Then the uniform

LBP features are extracted from each sub-region and con-

catenated into a single, spatially enhanced feature histogram,

which results in 2478 dimensions to describe the face. LBP

feature and its variants are widely used features for emotion

recogntiion tasks in prior work [11].

CNN off-the-shelf. As a baseline, we compare our proposed

algorithm with an off-the-shelf CNN model - AlexNet [17].

We train a softmax classifier on top of the feature represen-

tations of fc7 layer with all the other layers fixed.

B. Datasets

As there is no large-scale, strongly labeled, and publicly

available facial expression recognition dataset, we create a

meta-dataset based on five datasets and evaluate our algo-

rithm on this dataset. A brief description of these facial

expression databases is as follows:

Extended Cohn-Kanade (CK+) database. CK+

database [19] contains 593 sequences across 123 subjects.

BU-3DFE. BU-3DFE database [36] contains 100 subjects,

ranging from 18 to 70 years of age, with a variety of

ethnic/racial ancestries.

BU-4DFE. BU-4DFE database [35] contains 606 3D facial

expression sequences captured from 101 subjects, with a

total of 60,600 captured frames. This database consists of

58 female and 43 male subjects.

MUG. MUG database [1] contains 52 subjects with 1462
image sequences in total. Each sequence varies from 50
to 160 images. The subjects display various emotions and

emotional attitudes. For our experiments, we only select six

basic emotions and neutral state.

Radboud Faces Database. Radboud database [18] contains

67 subjects, displaying 8 emotional expressions (including

Dataset CK+ BU-3DFE BU-4DFE

Subjects 123 100 101

Images 1854 2500 1818

Dataset MUG Radboud Total

Subjects 52 67 443

Images 2958 1407 10537

TABLE I: Statistics of the meta-dataset. The dataset is

created by considering the balance of its composing datasets,

diversity of subjects, and different intensity levels of facial

expressions.

six basic emotions, neutral and contempt). Each emotion was

shown with three different gaze directions and all images

were taken from five camera angles simultaneously. We use

only frontal faces of seven emotions in our experiments.

Meta-dataset. To increase the diversity of subjects and

preserve the variance of intensities of different subject, we

sample frames from these datasets with different intensity

levels. To keep the balance of its composing datasets and pre-

vent from over-fitting to certain subjects, we equally sample

frames for each subject. The constructed dataset summary

is shown in Table I. We define three levels of expression

intensity: low, medium and high. BU-3DFE dataset contains

4 expression intensity levels, we map the highest level to

high, two middle levels to medium and the lowest level to

low. For video datasets (CK+, BU-4DFE, MUG), we do

not have intensity labels, so we infer them based on their

recording protocols. In CK+, all the videos start from a

neutral expression and end on a peak one. We use the last

frame as the high intensity one and preceding frames as the

medium and low intensity ones. In BU-4DFE and MUG

datasets, the videos start from a neutral expression, reach

a peak expression intensity in the middle and finish with a

neutral one. We use the middle frame as the high intensity

one and the frames around it as the low and medium intensity

ones.

C. Methodology

Data processing. We use OpenFace [3] to process the face

images. In order to better analyze the texture of the face,

we map the detected face to a common reference frame

and remove changes due to scaling and in plane rotation.

This results in a 256× 256 pixel image of the face with 90
pixel interpupilary distance. In order to remove non-facial

information from the image, we also perform masking of the

image by using a convex hull surrounding the aligned feature

points. The input and results of the procedure is illustrated

in Figure 4.

Deep ConvNet architecture. Consistent with recent work,

we use AlexNet [17] as our model and all experiments are

carried out based on Caffe [15]. We replace the output neu-

rons of the last fully-connected layer (fc8 layer) to 7 which

equals to the number of predicted emotions. We initialize the

weights of fc8 layer from a zero-mean Gaussian distribution
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(a) (b)

Fig. 4: Example of face detection and alignment, followed

by masking.

with standard deviation 0.01. The data augmentation in our

experiments consists of generating image translations and

horizontal reflections. More specifically, we extract random

224 × 224 patches and their horizontal reflections from

the 256 × 256 images and fine-tune our network on these

extracted patches. At test time, we extract five 224 × 224
patches (the four corner patches and the center patch) as

well as their horizontal reflections. Then we average the

predictions made by the network’s softmax layer over the

ten patches. The step learning rate update policy is used

where learning rate is multiplied by a gamma factor in

each step. We use 5-fold testing. In each fold, the split of

training/validation/test data is 70%/10%/20%.

V. RESULTS AND DISCUSSION

To evaluate the effectiveness of our proposed algorithm,

we conduct an extensive set of experiments and compare

our approach to the baseline models. We also investigate

the effects of curriculum learning on not only CNNs but

also multilayer perceptron (MLP). Finally, we compare three

ways to create a curriculum.

A. CNNs with curriculum learning

The first task in our experiments is to test if curriculum

learning (CL) helps with training better facial expression

recognition models. The performance of models is measured

by overall accuracy and can be seen in Table II.

Model Accuracy

LBP 0.786

HOG 0.807

CNN off-the-shelf 0.566

Fine-tune w/o CL 0.819

Fine-tune w/ CL (hard first) (ours) 0.814

Fine-tune w CL (easy first) (ours) 0.830

TABLE II: Performance comparisons between our proposed

algorithm with curriculum learning (CL) and the baseline

models on the meta-dataset. We also include the influence

of different data ordering on the model performance. Using

the curriculum, our approach yields performance superior to

both widely used handcrafted features (i.e., LBP and HOG)

and the CNN trained without the curriculum.

It is clear that the performance of our proposed algorithm

outperforms the baselines by a large margin. To test if the im-

provements are statistically significant, we perform a t-test.

CNN with curriculum learning (M = 0.829, SD = 0.036)

has a significantly higher accuracy when compared to a CNN

without curriculum learning (M = 0.804, SD = 0.0026);

t(4) = −27.95, p < 0.001. This leads us to the conclusion

that there is a significant difference in the performance of

these two models. To exploit the importance of data ordering,

we invert the curriculum (easy first) by starting from hard

image samples (hard first). From the results we can see, a

proper data ordering has a positive effect on finding good

solutions in local minima (1.6% improvement compared with

hard first curriculum).

One-layer Two-layer Adaptation-layer

w/o CL 0.776 0.805 0.819

w/ CL (ours) 0.791 0.828 0.830

TABLE III: Performance comparisons between our proposed

algorithm and the models without CL using three fine-

tuning strategies. Our curriculum based training leads to

consistently better performance compared to models trained

without curriculum learning (CL).

Furthermore, we evaluate our proposed algorithm based on

three commonly used fine-tuning strategies (see Table III).

These fine-tuning strategies are (a) fine-tune fc7 layer with

the rest of the layers fixed (one-layer); (b) fine-tune fc6
land fc7 layers simultaneously with the rest of the layers

fixed; and (c) replace fc7 layer with an adaption layer (the

size is set as 2048), then fine-tune fc6 and adaption layers

simultaneously (adaptation layer) [25].

As there is a huge domain shift from ImageNet [10] to

facial expression recognition datasets, it is interesting to

note that using an adaptation layer with randomly initialized

weights can achieve the transfer better. From Table III we

can see that our proposed algorithm performs consistently

better compared with the fine-tuning strategies without a

curriculum. This leads us to conclude that our proposed

algorithm is not constrained to a certain type of fine-tuning

strategy but can be applied to more general neural network

training.

B. Multilayer perceptron with curriculum learning

In our next experiment, we want to see if the curriculum

learning benefits the shallower neural networks with hand-

crafted features. To avoid over-fitting, we design a multilayer

perceptron (MLP) with two hidden layers (the layer sizes

are 500 and 100 respectively). We initialize the weights of

hidden layers from a zero-mean Gaussian distribution with

standard deviation 0.01. To reduce the influence of random

initialization, we conduct five independent experiments and

use the average of accuracies as the final result.

From Table IV we can see, MLP with the curriculum

yields consistently better performance than MLP without the
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1 2 3 4 5 Average

w/o CL 0.838 0.837 0.838 0.840 0.834 0.837

w/ CL (ours) 0.850 0.842 0.844 0.842 0.847 0.845

TABLE IV: Performance comparisons between multilayer

perceptron (MLP) with and without curriculum learning

(CL) on five repeated experiments with independent random

initialization. Ours curriculum learning strategy yields con-

sistently better performance than the models without CL.

89.33

5.98

3.32

4.38

0.60

4.10

3.24

0.91

83.72

2.99

2.55

0.30

19.67

0.88

1.52

5.32

88.04

3.65
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Fig. 5: Confusion matrix of our best model.

curriculum. To test if the improvements are statistically sig-

nificant, we perform a t-test to compare the mean accuracies

of five independent experiments: with curriculum learning

(M = 0.845, SD = 0.0031), and without curriculum

learning (M = 0.837, SD = 0.0020); t(9) = −4.6289,

p = 0.0012; p < 0.005, leads us to conclude that there is

a statistically significant difference between the two models.

It is interesting to note that the improvements of MLP are

relatively smaller compared with that in Section V-A. This

could be due to the fact MLP in our experiments has a

simpler network architecture with fewer parameters to learn,

meaning that the model parameter are easier to learn and

different data ordering does not make as big a difference

in performance when compared with CNNs. However, this

demonstrates the importance of training data ordering for

deep and complex networks. The confusion matrix of the

best performing model is shown in Figure 5.

C. Curriculum strategies

In the next set of experiments, we explore a number of

ways to define a curriculum. First, we design the curriculum

manually based on the datasets (manually design). That is,

for image datasets, we infer the intensity from labels (i.e.,

images from BU-3DFE dataset) and for video datasets, we

assume the middle frame to be the highest intensity of

expression.

We also explore the ways of designing the curriculum au-

tomatically by utilizing the information of facial expression

recognition classifiers. Our assumption is that the complexity

of the image sample can be measured by the predicted prob-

ability distribution from a given classifier. More specifically,

an image sample is considered as easy (high intensity) if

it is classified correctly and the model is confident in that

prediction, otherwise, it is considered as a hard sample.

Formally, given an image xi and the ground truth label yi,
we define the complexity of images C(xi) as

C(xi) =

⎧⎪⎪⎨
⎪⎪⎩

p(ŷi = j|xi), yi = j,

−p(ŷi = j|xi), yi �= j,

(4)

where p(ŷi = j|xi) is as shown in Equation 2 and C(xi) ∈
[−1, 1]. We compare HOG and CNN feature representations

with softmax classifiers in the following experiment to con-

struct the curriculum. We then fine-tune the AlexNet model

based the curriculum. The performance is measured by the

average of five independent experiments.

Method Accuracy

Manually design 0.830

CNN 0.817

HOG 0.824

TABLE V: Performance comparisons of different ways to

define a curriculum.

Using the same classifier trained on training dataset, we

can rank the image samples by probability and create the

curriculum based on the ranking. From Table V we can see,

the curriculum created by classifiers automatically can also

boost the fine-tuning performance of the CNN model in turn.

This infers there is a correlation between the predicted prob-

ability distribution and the complexity of facial expressions.

VI. CONCLUSIONS

In this paper, we introduced curriculum learning to the

emotion recognition task. To facilitate this study, we cre-

ated a meta-dataset from five facial expression recognition

datasets. Then we conducted an extensive set of experi-

ments exploring the effect of the curriculum learning on

model performance. We showed the benefits of curriculum

learning for training CNN model with different fine-tuning

strategies. Furthermore, we showed that curriculum learning

works for shallower networks (multilayer perceptron). Our

results indicated that a proper data ordering (i.e., from easy

to hard) can help guide the optimization of deep neural

networks. Finally, even an automatically designed curriculum

without human guidance outperforms a CNN model without

curriculum learning.

For future work, we would like to extend our method

from images to videos. More specifically, we would like to

investigate how curriculum learning would affect emotion

recoginition in videos. We also would like to exploit different

curriculum strategies to facial expression recognition tasks.
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