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ABSTRACT 

SimSensei is a Virtual Human (VH) interviewing platform that uses off-the-shelf sensors (i.e., 

webcams, Microsoft Kinect and a microphone) to capture and interpret real-time audiovisual 

behavioral signals from users interacting with the VH system. The system was specifically 

designed for clinical interviewing and health care support by providing a face-to-face interaction 

between a user and a VH that can automatically react to the inferred state of the user through 

analysis of behavioral signals gleaned fro

parameters. Akin to how non-verbal behavioral signals have an impact on human-to-human 

interaction and communication, SimSensei aims to capture and infer user state from signals 

generated from user non-verbal communication to improve engagement between a VH and a user 

and to quantify user state from the data captured across a 20 minute interview. As well, previous 

research with SimSensei indicates that users engaging with this automated system, have less fear 

of evaluation and self-disclose more personal information compared to when they believe the VH 

-in-the-loop (Lucas et al., 

2014). The current study presents results from a sample of military service members (SMs) who 

were interviewed within the SimSensei system before and after a deployment to Afghanistan. 

Results indicate that SMs reveal more PTSD symptoms to the SimSensei VH agent than they self-

report on the Post Deployment Health Assessment. Pre/Post deployment facial expression analysis 

indicated more sad expressions and fewer happy expressions at post deployment. 

1.  INTRODUCTION

Over the last 20 years, a gradual revolution has taken place in the use of Virtual Reality (VR) simulation technology 

for clinical purposes. When discussion of the potential use of VR applications for human research and clinical 

Consequent -to-

most who explored VR systems during that time will attest. However, in the last few years the accelerating pace 

technology development has now led to the creation of VR systems that have caught up with the vision for its clinical 

computational speed, 3D graphics rendering, audio/visual/haptic displays, user interfaces/tracking, voice recognition, 

intelligent agents, and authoring software, etc.) have supported the creation of low-cost, yet sophisticated VR systems 

capable of running on commodity level personal computers, and even on mobile devices like the Samsung Gear VR.

In part driven by the digital gaming and entertainment sectors, and a near insatiable global demand for mobile and 

hardware and software platforms needed to produce more usable and hi-fidelity VR scenarios for the conduct of 

human research and clinical intervention. Thus, evolving behavioral health applications can now usefully leverage 

the interactive and immersive assets that VR affords as the technology continues to get faster, better and cheaper 

moving into the 21
st
 Century. While some of this may be due to the commercial enthusiasm generated by the 

Facebook purchase of Oculus Rift for 2 billion dollars, it is more likely that the highly publicized advances in the 

enabling technologies for delivering low cost VR simulations has sparked renewed public awareness and 

enchantment with VR. As well, a solid scientific literature has evolved documenting the value of applying simulation 

technology to usefully study and address the needs of people with a wide range of clinical health conditions. 



Proc. 11th Intl Conf. Disability, Virtual Reality & Associated Technologies  
Los Angeles, California, USA, 20 22 Sept. 2016 

2016 ICDVRAT; ISBN 978-0-7049-1547-3 

58 

These advances in the technical and scientific landscape have now set the stage for the next major movement in 

Clinical Virtual Realit

research and development leading to the creation of highly interactive, artificially intelligent, and natural language 

capable VHs that can engage real human users in a credible fashion (Swartout et al. 2013). Such intelligent VH 

agents have been created that control computer generated bodies and can interact with users through natural language 

speech and gesture in virtual environments (Gratch et al., 2002, 2013; Rizzo, Kenny & Parsons, 2011; Rizzo & 

Talbot, 2016a; Talbot et al., 2012). Advanced VH agents can engage in rich conversations (Traum et al., 2008), 

recognize nonverbal cues (Morency et al., 2008; Scherer et al., 2014; Rizzo et al., 2015, 2016ab), improve 

interactional rapport with users (Park et al., 2013) reason about social and emotional factors (Gratch and Marsella, 

2004), and synthesize human communication and nonverbal expressions (Thiebaux et al., 2008). Such efforts have 

led to the creation of VH systems across a number of fields, including education, clinical training, clinical assessment 

and providing healthcare guidance. These findings have motivated R&D in our lab focused on the development of 

VH agent systems that serve as: virtual patients for training novice clinicians (Talbot et al., 2012; Rizzo et al., 2011, 

2016a), clinical interviewers to reduce stigma (Rizzo et al., 2015), and as health care guides and clinical support 

agents (Rizzo et al. 2015).  

In the area of clinical assessment, V -oriented interviews within a safe non-judgmental 

context which may encourage honest disclosure of important information. In a recent study, users reported less 

concern about being evaluated and disclosed and displayed more sadness in an interview with a VH agent compared 

to interacting with a VH avatar that they believed was being operated by a human-in-the-

controller (Lucas et al., 2014). VH agents have also been shown to promote engagement and longer participation 

with users asked to answer general questions posed on a mobile application compared to voice only and voice plus 

static VH image conditions (Kang et al., 2014) and this is in line with other studies indicating higher levels of 

personal self-discloser when VH agents are used in this form (Kang et al., 2012, 2013). Finally, users interacting with 

a conversational VH interface to access online health information were more satisfied compared to a conventional 

Web form-based interface and users with low health literacy were more successful (and satisfied) in their capacity to 

find information on available clinical trials when supported by a VH agent (Bickmore et al., 2016). Such findings 

converge to support the idea that users will disclose more and may also have enhanced success in accessing 

information when interacting with a VH-supported healthcare application.  

The incorporation of a VH within the application detailed in the current paper is intended to amplify the effects 

reported in earlier studies that suggest that computer-mediated interviews are felt to be more anonymous than face-

to-face interviews and this resultant anonymity leads to increased disclosure (Weisband & Kiesler, 1996; Baker, 

1992; Beckenbach, 1995; Joinson, 2001; Sebestik, Zelon, DeWi

Van Gils, Bouts, & Hox, 2000). The impact of computer-administered VH interviews on the enhancement of 

disclosure is particularly relevant in health contexts due to the intimate nature of the information revealed. Effects are 

strongest when the information is illegal, unethical, or culturally stigmatized (e.g., drug use, unsafe sex, suicidal 

ideation) (Weisband & Kiesler, 1996; van der Heijden, Van Gils, Bouts, & Hox, 2000), which is critical information 

to disclose in health settings and where a patient  failure to provide honest and adequately detailed responses in 

medical interviews could lead to serious negative health outcomes when vital information is withheld. 

This paper will detail our efforts in the creation of a VH who can serve in the role of a clinical interviewer (i.e., 

SimSensei) while also using camera and audio sensors to automatically detect behavioral signals from which user 

state may be inferred. The SimSensei system was specifically designed for clinical interviewing and health care 

support by providing a face-to-face interaction between a user and a VH that can automatically react to the inferred 

state of the user through 

vocal parameters. User behavior is captured and quantified using a range of off-the-shelf sensors (i.e., webcams, 

Microsoft Kinect and a microphone). Akin to how non-verbal behavioral signals have an impact on human-to-human 

interaction and communication, SimSensei aims to capture and infer user state from signals generated from user non-

verbal communication to improve engagement between a VH and a user. The system also can quantify and interpret 

sensed behavioral signals longitudinally for use to inform diagnostic assessment within a clinical context.  

The development of SimSensei required a thorough awareness of the literature on emotional expression and 

communication. It has long been recognized that facial expression and body gestures play an important role in human 

communicative signaling (Ekman & Rosenberg, 1997). As well, vocal characteristics (e.g., prosody, pitch variation, 

etc.) have been reported to provide 

language content of the speech (Pentland et al., 2009). Pentland (2008) has characterized these elements of 

 and posits that the physical properties of this signaling behavior are 

constantly activated, not simply as a back channel or complement to our conscious language, but rather as a separate 

communication network. It is conjectured that these signaling behaviors, perhaps evolved from ancient primate non-

verbal communication mechanisms, provide a useful window into our intentions, goals, values and emotional state. 

From this perspective, an intriguing case can be made for the development of a computer-based sensing system that 
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can capture 

state. Inferences from these sensed signals could then be used to supplement information that is garnered exclusively 

from the literal content of speech. 

Recent progress in low cost sensing technologies and computer vision methods has now driven this vision to 

reality. Indeed, recent widespread availability of low cost sensors (webcams, Microsoft Kinect, microphones) 

combined with software advances for facial feature tracking, articulated body tracking, and voice analytics 

(Baltrusaitis et al., 2012; Morency et al., 2008; Whitehill et al. 2009) has opened the door to new applications for 

automatic nonverbal behavior analysis. This sensing, quantification and inference from nonverbal behavioral cues 

can serve to provide input to an interactive virtual human interviewer that can respond with follow-up questions that 

leverage inferred indicators of user distress or anxiety during a short interview. This is the primary concept that 

underlies the SimSensei interviewing agent (See Figure 1). The SimSensei capability to accomplish this is supported 

Morency, 2010; Devault et al., 2014; Scherer et al., 2014), a multimodal 

system that allows for real-time synchronized capture, tracking, and fusion of behavioral markers of different 

modalities such as audio as well as visual

of user states across multiple modalities. Within SimSensei, MultiSense fuses information from a web camera, 

Microsoft Kinect and audio capture to identify the presence of predetermined nonverbal indicators of psychological 

distress. Dynamic capture and quantification of behavioral signals are used such as 3D head position and orientation, 

type, intensity and frequency of facial expressions of emotion (e.g., fear, anger, disgust and joy), fidgeting, slumped 

body posture, along with a variety of speech parameters (e.g., speaking fraction, latency to respond). These 

informative behavioral signals serve two purposes. First, they produce the capability of analyzing the occurrence and 

quantity of behaviors to inform detection of psychological state. Second, they are broadcast to other software 

components of the SimSensei system to inform the VH interviewer of the state and actions of the participant. This 

information is then used by the VH to assist with turn taking, rapport building (e.g., utterances, acknowledging 

gestures/facial expressions), and to drive and deliver follow-on questions.  

Figure 1. User with SimSensei virtual clinical interviewer. 

SimSensei is one application component developed from the DARPA-

ject. This DCAPS application has aimed to explore the feasibility of 

The system seeks to combine the advantages of traditional web-based self-administered screening (Scherer et al., 

2014), which allows for anonymity, with anthropomorphic interfaces which may foster some of the beneficial social 

effects of face-to-face interactions (Weisband & Kiesler, 1996). When the SimSensei system is administered in a 

private kiosk-based setting, it is envisioned to conduct a clinical interview with a patient who may be initially hesitant 

ims 

to identify behaviors associated with anxiety, depression or PTSD. Such behavioral signals are sensed and inferences 

are made to quantify user state across an interview; that information is also used in real time to update the style and 

content of the SimSensei follow-up questions. Technical details of the Multisense software as well as the SimSensei 

dialog management, natural language system, and agent face/body gesture generation methods are beyond the scope 

of this paper and can be found elsewhere (Devault et al., 2014; Scherer et al., 2014). Instead, we focus on the 

usefulness of SimSensei in collecting honest health information and behavioral markers of distress during a clinical 

interview with active duty Service Members (SMs) prior to and immediately following a 9-month deployment to 

Afghanistan. 
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2. METHODS AND PROCEDURE

2.1  Participants 

Twenty nine (2 female) active duty members of the Colorado National Guard volunteered for this study prior to 

embarking on a 9-month deployment to Afghanistan. They were a diverse sample regarding age (Mean=41.46, 

Range=26 to 56) and previous deployments (Number of combat deployments Mean=2.00, Range=1 to 7). 

2.2  Assessment Instruments 

The study compared the endorsement of Posttraumatic Stress (PTS) symptoms in three formats: 1) standard 

administration of the Post-Deployment Health Assessment (PDHA) upon return from deployment; 2) an anonymized 

version of the PDHA; 3) parallel SimSensei interview questions. The PDHA administered upon return from a 

military deployment is a self-  current health, mental health 

or psychosocial issues commonly associated with deployments, special medications taken during the deployment, 

and possible deployment-related occupational/environmental exposures. Participants signed releases to access their 

official web-based PDHA that they submitted to the National Guard upon return from this deployment. On the 

PDHA, participants are asked self-report PTSD-relevant symptom questions 

was so frightening, horrible, or upsetting that, in the past month, you: A) have had nightmares about it or thought 

about it when you did not want to?, B) tried hard not to think about it or went out of your way to avoid situations that 

SM is experiencing the core DSM-4TR diagnostic symptoms for PTSD (intrusive recollections/re-experienceing;

avoidance/numbing; hyperarousal).  official PDHA and our 

anonymized version.  

The questions SimSensei asked on these topics were worded slightly differently to embed them in the interview 

had in the past few months that challenged you on an emotional level?  (trauma event criterion

going through your head when you wish they wouldn

you foun

 in Scherer et al., (2014), MultiSense quantifies facial affect levels (positive, 

worry/fear), ranging from 0 to 100, where 0 is the absence of the emotion and 100 a strong emotion. Self-reports of 

ated on 4 point scales from never to 

always.

2.3  Procedure 

Participants completed our anonymous PDHA and SimSensei measures both before and after deploying (The official 

PDHA by definition was only administered at post-deployment). After giving consent, participants completed

demographic questions as well as a number of measures described elsewhere (DeVault et al., 2014) and not 

presented in this paper. The confidentiality of all these measures was stressed. Participants then engaged in an 

interview with the SimSensei VH who conducted a semi-structured screening interview with a user via spoken 

language. The interview is structured around a series of agent-initiated questions organized into phases: initially there 

is a rapport-building phase where the agen

originally? ); this is followed by a clinical phase where the agent asks a series of questions about symptoms (e.g., 

naturally embedded PDHA questions; 

 At each phase, the agent can ask follow-

by two blind coders as to whether the participant was rating symptoms based on an experience in the last month (per 

criterion of the PDHA questions)

3.  RESULTS

To test whether responses to the three versions of the PDHA (official PDHA, Anonymized PDHA, and 

questions, which could range from 0 to 3. To compare these scores, we conducted a repeated-measures ANOVA 

using the 24 participants who successfully completed all three versions. There was a significant effect of 

assessment type, F(2, 23) = 4.29, p = .02 (see Figure 2). Follow-up contrasts revealed that participants reported 
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than when reporting on the official PDHA (M = 0.25, SE = 0.15)), F(1, 23) = 7.38, p = .01, or even when 

reporting on our anonymized version of the PDHA (M = 0.33, SE = 0.16), F(1, 23) = 4.84, p = .04. Moreover, 

unlike a previous study where anonymity increased reporting of symptoms (Warner et al., 2011), our analysis of 

this sample did not reveal differences between official and anonymized versions of the PDHA, F (1, 23) = 0.19, 

p = .66, yet did reveal significantly more endorsement of symptoms with SimSensei compared to these forms. 

Figure 2. Results of comparison between assessment types. 

Additionally, MultiSense facial expression analysis identified pre-to-post reductions in positive affect (M = 0.32, 

SE = 0.05 to M = 0.15, SE = 0.02, F(1, 22) = 16.33, p = .001) and increases in worry/fear (M = 0.01, SE = 0.002 

to M = 0.04, SE = 0.01, F(1, 22) = 8.41, p = .008). This was in contrast to the self-report rating data that showed 

no difference in self-rated happiness (M = 3.32, SE = 0.13 to M = 3.28, SE = 0.15) and on the worry/fear rating 

(M = 1.56, SE = 0.12 to M = 1.60, SE = 0.14) pre- to post-deployment (Fs < 0.11 , ps > .74). 

4. CONCLUSIONS AND FUTURE WORK 

The present study suggests that SMs following a deployment to Afghanistan were more likely to report 

symptoms of PTSD when interviewed by a VH than on both the official and anonymized versions of the PDHA. 

This result is in line with our previous work that indicated that users felt less concerned about being evaluated 

and displayed more sadness in an interview with a VH agent compared to one where they believed a VH avatar 

was being operated by a human-in-the- controller (Lucas et al., 2014). These results are part 

of a growing body of research that is suggesting that VH interviews may reduce hesitancy to disclose 

information (and hence, reduce the fear or experience of stigma) by providing a safe context where users may 

reveal more honest assessment information in contrast to situations where users are concerned about negative 

judgments on the part of a human assessors. Additionally, the automatic behavior detection involving facial 

expression provided a window into the emotional state that differs from self-report in the present study. 

We are currently running a replication of this study with a larger sample of U.S. Veterans that aims to 

investigate whether these results can 1) be replicated, 2) be found within another military population, and 3) are 

not the product of confounds due to slight wording differences in the assessment questions between the 

questionnaire and the VH. Specifically, in this study with veterans, the wording is exactly the same across 

conditions. The data collection is ongoing, but initial results suggest replication and final results from that study 

will be presented at the conference.  

The SimSensei interviewer is also being tested for its effectiveness as a PTSD assessment method within a 

clinical trial evaluating the use of virtual reality exposure therapy for PTSD due to Military Sexual Trauma. 

SimSensei interviews are being conducted at Pre-treatment, Mid-treatment, and at Post-Treatment. Data acquired 

from the capture and analysis of both verbal and non-verbal behavior emitted by the patients during the VH 

interview process is being compared/correlated with: 1) traditional self-report assessments (Clinician 

Administered PTSD Scale (CAPS) structured interview and screening measures of PTSD (PCL-M5) and other 

clinical measures (PHQ-9 Depression, etc.)), and 2) a learning theory-

interview assessment in a situation where stigma due to the nature of sexual trauma may be high and thus, 

interview questions delivered by a VH may provide a safer context for honest reporting that better reflects the 

outcomes of treatment. 
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