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Abstract. While virtual humans are proven tools for training, education and re-
search, they are far from realizing their full potential. Advances are needed in indi-
vidual capabilities, such as character animation and speech synthesis, but perhaps 
more importantly, fundamental questions remain as to how best to integrate these 
capabilities into a single framework that allows us to efficiently create characters that 
can engage users in meaningful and realistic social interactions. This integration re-
quires in-depth, inter-disciplinary understanding few individuals, or even teams of 
individuals, possess. We help address this challenge by introducing the ICT Virtual 
Human Toolkit1, which offers a flexible framework for exploring a variety of differ-
ent types of virtual human systems, from virtual listeners and question-answering 
characters to virtual role-players. We show that due to its modularity, the Toolkit 
allows researchers to mix and match provided capabilities with their own, lowering 
the barrier of entry to this multi-disciplinary research challenge. 
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1 Introduction 

Virtual humans, autonomous digital characters who interact verbally and nonver-
bally with users, can be powerful tools in a wide range of areas, including the teach-
ing of interpersonal skills, cognitive science studies, military training, medical educa-
tion, and entertainment. In fact, virtual humans have moved from the lab to actual 
deployment in a variety of fields in recent years, from virtual patients [1, 2] to peda-
gogical agents [3, 4] and military training [5, 6]. 

However, while virtual humans have advanced in both capability as well as ap-
plicability, they are still in their infancy. Realizing their full potential requires 1) 
compelling characters that can engage users in meaningful and realistic social interac-
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tions, and 2) an ability to develop these characters effectively and efficiently. There 
are several challenges associated with these goals. 

First, in order for virtual humans to be effective, they need to exhibit a range of ca-
pabilities, simulating those of real humans. This includes the ability to perceive hu-
man behavior (particularly communicative behavior aimed at the virtual humans), to 
process and understand this behavior, and to reason and produce appropriate (verbal 
and nonverbal) behaviors. Specialized knowledge and considerable resources may be 
needed to significantly advance any of these virtual human abilities.  

Second, it is important that these abilities not work only in isolation, they also need 
to be integrated into a larger system (and further, into systems of systems), where they 
can inform, influence and strengthen each other. For example, the meaning of a spo-
ken word like “yeah” might have a different meaning if it is accompanied by a head 
nod and a smile versus a head shake and frowning. This interdependence of function-
alities can create obstacles for research, since individual researchers seeking to ad-
vance a specific topic (e.g., natural language understanding) might need to work in a 
large team with expertise in all other relevant aspects of the system, in order to solve 
the full problem. On the other hand, the integrated nature of virtual humans also cre-
ates novel research opportunities. Researchers can explore which integrated abilities 
are essential and desired for which type of interaction, what minimal and preferred 
dependencies exist between these abilities, how they affect each other, and how they 
can best leverage each other in order to achieve greater effectiveness. 

Third, even with the appropriate knowledge and resources available, virtual hu-
mans can still be costly to develop. They are large, complex systems, often lacking 
specific frameworks or solid standards. Furthermore, certain principles may only be 
understood in a narrow context and can be difficult to generalize across multiple do-
mains. This limits the ability to re-use knowledge and assets, often resulting in the 
need to start new characters or systems from scratch. 

To address these challenges, we introduce the ICT Virtual Human Toolkit, which is 
designed to aid researchers with the creation of embodied conversational agents. The 
Virtual Human Toolkit enables further research by offering a collection of modules, 
tools, and libraries, as well as a framework and open architecture that integrates these 
components. The Toolkit provides a solid basis for the rapid development of new 
virtual humans, but also serves as an integrated research platform to enable context-
sensitive research in any of the Virtual Human subfields, taking advantage of and 
examining the impact on other system modules. Rather than focusing on a specific 
type of agent, the Toolkit offers a flexible framework for exploring the vast space of 
different types of agent systems.  

The Toolkit is based on over a decade of multi-disciplinary science and contains a 
mix of research and commercial technologies to offer full coverage of subareas in-
cluding speech recognition, audio-visual sensing, natural language processing, dia-
logue management, nonverbal behavior generation & realization, text-to-speech and 
rendering. Example virtual humans are included to illustrate how components can 
work together and to enable the sharing of these assembled systems to the research 
community.  



In this paper, we will show how the Virtual Human Toolkit provides an integrated 
platform for a variety of different virtual human architectures and how these architec-
tures can be applied to a wide range of research efforts. Section 2 discusses the back-
ground of inter-disciplinary virtual human research. Section 3 explains the overall 
architecture and APIs on which the Toolkit is based, while Section 4 discusses the 
specific modules that are included in the Toolkit. In section 5 we explore how the 
Toolkit and related technologies have been used to create a range of different virtual 
human systems. Section 6 ends with a conclusion and future work. 

2 Background 

Reducing barriers to virtual human research requires shared tools and architec-
tures and the Virtual Human Toolkit builds on several attempts to address this need. 
Efforts to develop and share individual capabilities include automated speech recogni-
tion [7], perception [8], task modeling [9], natural language generation [10], anima-
tion [9, 11, 12, 13, 14], and text-to-speech systems [15]. 

Some standardization efforts have attempted to consolidate these. SAIBA [16] 
specifies on a high level the generation of multimodal behavior. It aims to define an 
interface between the intent planning and behavior planning phases, called the Func-
tion Markup Language [17], and in between the behavior planning and behavior reali-
zation phases, called the Behavior Markup Language (BML) [18]. Several BML real-
izers are publically available, including LiteBody [9], GRETA [11], Elckerlyc [12], 
SmartBody [13], and EMBR [14]. While these realizers often depend on custom ex-
tensions to the BML standard, they have been shown to be compatible in real-time 
larger systems [19].  

Further work has focused on including these capabilities and standards in larger 
frameworks. LiteBody and DTask form the basis for “Relational Agents” [9]. These 
agents aim to form long-term, social-emotional relationships with users. While these 
agents exhibit social verbal and nonverbal behavior, they are usually limited in their 
natural language processing and are often confined to 2D representations.  

The Virtual People Factory [1] allows for the creation of virtual humans by do-
main experts themselves, rather than system experts. It is mostly used for creating 
virtual patients for medical and pharmacy education. Using a crowd sourcing ap-
proach focused on natural language interaction, new characters can be created more 
rapidly than through more traditional authoring methods.  

GRETA [11] is a SAIBA compliant embodied conversational agent that focuses 
less on natural language interaction and more on affective nonverbal behavior genera-
tion and realization. In particular, it employs a model of complex facial generation.  

The SEMAINE project [20] aims to integrate various research technologies, in-
cluding some of the above, into creating a virtual listener. The emphasis is on percep-
tion and back-channeling rather than deep representations of dialogue.  

Virtual Humans are not the only area of research in which these kinds of frame-
works are desired. For example, the Robotic Operating System [21] defines structures 
that facilitate distributed development and sharing of robotic capabilities.  



While these systems are both capable and successful, they typically focus on a 
limited subset of capabilities. In addition, few standards exist across capabilities, 
making efforts for further interoperability between them cumbersome.  

3 Architecture, APIs and Virtual Human Capabilities 

The Virtual Human Toolkit is the next step towards more integrated frameworks. It 
aims to offer a more comprehensive set of integrated capabilities than has been previ-
ously attempted, within a framework that allows for the rapid creation of new charac-
ters and systems. The Virtual Human Toolkit is an instantiation of a more general, 
modular Virtual Human Architecture, see Figure 1. This architecture defines at an 
abstract level the capabilities of a virtual human and how these capabilities interact. 
Not every virtual human system will include all the capabilities, and some will im-
plement capabilities to a greater or lesser extent. The architecture also allows for mul-
tiple implementations of a certain capability and simple substitution of one implemen-
tation for another during run-time, facilitating the exploration of alternative models 
for realizing individual capabilities. Thus the general architecture can be specialized 
in many different ways, as we’ll discuss in section 5. As presented in section 4, the 
Toolkit contains a set of modules providing at least one possible realization of each 
the capabilities. 

 

 
 

Fig. 1. The Virtual Human Architecture. 
 
A virtual human system typically contains a subset of the capabilities depicted in 

Figure 1. A human user interacts with the system, which transforms the user’s speech 
to a textual representation using speech recognition. This text is translated to a seman-
tic representation through natural language understanding, which a dialogue manager 
within the agent can reason with. Audio-visual sensing relies on sensory input and has 



the ability to localize features and recognize specific expressions of nonverbal com-
munication. Nonverbal behavior understanding combines information from different 
modalities in order to link certain observations through tracking and recognition to 
higher-level nonverbal communicative behaviors. Based on these inputs and internal 
state, the agent will create a communicative intent. This intent is further fleshed out 
both verbally and nonverbally through natural language generation and nonverbal 
behavior generation processes. Speech can be generated on the fly (e.g. text-to-
speech) or be pre-recorded audio. Behavior realization will synchronize all behaviors 
(speech, gestures, lip synching, facial expressions, etc.) for a renderer to show.  

 
API Producer Consumer Description 
vrSpeech Speech  

Recognition 
Natural Language 
Understanding 

Text of partial or finalized user 
speech; also prosody, emotion. 

vrNLU Natural Language 
Understanding 

Agent Semantic representation of  
user’s verbal input. 

vrPerception Nonverbal Behav-
ior Understanding 

Agent Representation of user’s  
nonverbal behavior in PML [34].  

vrGenerate Agent Natural Language 
Generation 

Communicative intent. 

vrGeneration Natural Language 
Generation 

Agent  
 

Surface text. 

vrExpress Agent Nonverbal Behav-
ior Generation 

Communicative and functional 
intent, in FML and BML. 

vrSpeak Nonverbal Behav-
ior Generation 

Behavior  
Realization 

Instructions of desired behavior 
in BML. 

Table 1. Main elements of the Virtual Human API. 

Capabilities are realized through specific modules, most of which communicate 
with each other through a custom messaging system called VHMsg, build on top of 
ActiveMQ [39]. Messages are typically broadcasted, although there are intended con-
sumers. Libraries have been built for several languages, including Java, C++, C#, 
Lisp and TCL, so that developers have a wide latitude in developing new modules 
that can communicate with the rest of the system. There is a standard set of message 
types used by existing modules (see Table 1), and it is very easy to create new mes-
sage types, as needed for new kinds of communications. Systems typically include a 
customizable launcher application, which allows launching, monitoring, and quitting 
of individual modules. The launcher can be configured with different sets of modules 
(to support different systems), or with different versions, to support individual cus-
tomization and experimentation. There is also a logger that keeps track of all VHMsg 
traffic, and allows customized reporting. These three components together allow for 
easy reconfiguration and experimentation with specific system architectures.



4 Toolkit Provided Modules 

The Toolkit contains a variety of specific modules that collectively cover the areas of 
speech recognition, audio-visual sensing, natural language processing, dialogue man-
agement, and nonverbal behavior generation & realization. See Figure 2 for how these 
are assembled within the context of the Toolkit. The modules are discussed in more 
detail below. Together with available authoring and debugging tools they can be used 
immediately to create new so-called question-answering characters (section 5.1). The 
Toolkit contains two examples of such characters, called Brad and Rachel (see Figure 
3), as well as several other characters. The Toolkit’s main target platform is Win-
dows, with limited support for MacOS and Linux. Further support for these platforms, 
as well as Android and iOS is in development.  

 

 
Fig. 2. Virtual Human Toolkit Architecture; regular lines are messages, bold lines direct links. 

 

Fig. 3. Rachel (left) and Brad (right). 



4.1 MultiSense 

MultiSense provides the capabilities of both audio-visual sensing and nonverbal 
behavior understanding, as illustrated in Figure 1. The output messages are broadcast 
using the Perception Markup Language (PML) [34]. MultiSense is a multimodal sens-
ing framework which is created as a platform to integrate and fuse sensor technolo-
gies and develop probabilistic models for human behavior recognition. MultiSense 
tracks and analyzes facial expressions, body posture, acoustic features, linguistic pat-
terns and higher-level behavior descriptors (e.g. attention, fidgeting). MultiSense can 
provide quantitative information about the human’s behavior that enhances training 
and diagnostic scenarios (e.g., public speaking [51] or psychological distress assess-
ment [34] and section 5.3, below). MultiSense is designed with a modular approach, 
including synchronized capture of multiple modalities such as audio and depth image 
via Microsoft Kinect sensor and RGB video via webcam device. MultiSense includes 
updated components from the Social Signal Interpretation framework (SSI) [30] but 
also integrates multiple tracking technologies including CLM-Z FaceTracker [31] for 
facial tracking (66 facial feature points), GAVAM HeadTracker [32] for 3D head 
position and orientation, skeleton tracking by Microsoft Kinect SDK [52] and FAAST 
[33] for skeleton action coding. MultiSense utilizes a multithreading architecture ena-
bling these different technologies to run in parallel and in real-time. Moreover, the 
framework’s synchronization schemes allow for inter-module cooperation and infor-
mation fusion. By fusing the different tracker results one can create a multimodal 
feature set that can be used to infer higher level information on perceived human be-
havioral state such as attentiveness, agitation and agreement.  

4.2 NPCEditor 

In the current distribution of the Toolkit, natural language understanding and agent 
functions such as dialogue management and output decisions are handled by the 
NPCEditor [22]. At the core of the NPCEditor is a statistical text classification algo-
rithm that selects the character’s responses based on the user’s utterances. A character 
designer specifies a set of responses and a set of sample utterances that should pro-
duce each response. The algorithm analyzes the text of the sample utterances and of 
the responses and creates a mathematical description of the “translation relationship” 
that defines how the content of an utterance is mapped to the content of a response. 
When NPCEditor receives a new (possibly unseen) utterance, it uses this translation 
information to build a statistical language model of what it believes to be the best 
response. It then compares this representation to every stored response and returns the 
best match. The details of the algorithm can be found in [23]. We have shown the 
algorithm to be effective for constructing limited domain conversational virtual char-
acters [22]. The NPCEditor also contains a dialogue manager that specifies how to 
use the classifier results, as well as tracking user-defined aspects of dialogue context. 
There are several provided dialogue managers, as well as a scripting ability for users 
to create their own dialogue managers. 



4.3 NVBG 

The Toolkit uses the NonVerbal Behavior Generator (NVBG) [24] to plan the 
character’s nonverbal responses. The NPCEditor invokes character speech by sending 
the surface text to NVBG. In addition, it can receive optional functional markup that 
indicates the communicative function of the dialogue and the emotions/attitudes of the 
speaker. NVBG analyzes the text and functional markup to propose nonverbal behav-
iors. The resulting behavior set is communicated as BML [18]. Note that while con-
ceptually the NVBG receives pure FML [17], in practice, the need for the surface text 
requires the addition of BML. NVBG is a rule-based behavior planner designed to 
operate flexibly with the information it is provided: it generates behaviors given the 
information about the agent's mental processes and communicative intent, but in the 
absence of such information infers communicative functions from a surface text anal-
ysis, using a parser. The rules within NVBG determine which nonverbal behaviors 
should be generated in a given context and were crafted using psychological research 
on nonverbal behaviors as well as analyses of annotated corpora of human nonverbal 
behaviors.  

4.4 SmartBody 

Behavior realization is achieved by SmartBody, [13]. It realizes behavior requests 
as a suitable animation sequence that conforms to the constraints of a BML request, 
such as synchronizing the emphasis phase of a gesture with a particular word of 
speech. The BML specification is heavily focused on synchronizing behaviors for a 
conversational agent: speech, gaze, gesturing and head movements. SmartBody uses 
additional BML parameters to control other aspects of character motion, such as lo-
comotion and object manipulation [25], as well as parameters to tune the performance 
of other behaviors, such as the speed of the joints that a character will use to affix 
their gaze on another object. The generation of animation for a virtual character re-
quires complex interaction between various body parts in order to adhere to the ani-
mation constraints and achieve a satisfactory performance. SmartBody uses various 
methods to handle animation constraints, both using procedurally-generated control 
mechanisms [26], as well as by using motion data either captured or hand-generated 
by digital artists. For example, gazing uses an inverse-kinematics based approach on 
which additional motion is then layered [27]. Locomotion and reaching use large 
amounts of motion data to handle full-body control that is difficult to do procedurally 
[28]. In addition, SmartBody uses a retargeting system that allows the transfer of 
groups of data designed for one character onto another [29]. 

4.5 Other Modules and Tools 

Users can interact with characters by typing in text and by using Automated 
Speech Recognition (ASR). There is a module called AcquireSpeech (see Figure 2), 
which connects microphones and ASRs to the Toolkit with a common API, so other 
modules do not have to be adapted individually. There are interfaces for a number of 



3rd party ASRs (including PocketSphinx [7], Google ASR and AT&T Watson). The 
main rendering platform of the Toolkit is Unity [35], a proprietary game engine which 
offers a free version. The Toolkit contains a variety of character art assets and back-
grounds. Ogre [36] is included as an open source game engine example. Text-to-
speech is provided by a single TTSRelay module that can interface to several text-to-
speech engines, including Festival [15], CereVoice [37] and MS SAPI [38]. A variety 
of tools help with authoring, developing, configuring and debugging virtual human 
characters and systems. In particular, the Machinima Maker allows authors to create 
cut-scenes in Unity. An integrated authoring tool, called VHBuilder, abstracts some of 
the more advanced capabilities of the NPCEditor and NVBG, offering novices a sim-
plified way to quickly author basic virtual humans. 

5 Creating New Virtual Human Systems  

Due to its modularity, the Virtual Human Toolkit is both configurable and extend-
able. Large scale permutations of module combinations and their individual configu-
rations can be stored as system profiles, with smaller variations saved as user profiles. 
Researchers can mix and match existing Toolkit modules with their own, when adher-
ing to the defined messaging API’s. Given this flexibility, the Virtual Human Toolkit 
offers broad support for a range of virtual human systems. This enables researchers to 
explore and develop best practices for the research, design and development of virtual 
humans. In the remainder of this section we will explore several types of virtual hu-
mans and how the Toolkit can support some of these systems.  

5.1 Question-Answering Characters 

A common type of agent is the question-answering character [22]. Such agents of-
fer a user-driven, interview-type style of conversation where a single user question is 
answered with a single character response. There is little to no maintenance of dia-
logue state nor are there advanced turn-taking strategies. These systems focus on 
providing the user with particular information within a given domain, often leading to 
a fixed set of pre-defined responses from one or more characters. The Toolkit sup-
ports these types of characters through the NPCEditor, NVBG and SmartBody mod-
ules. Several related systems [40, 41, 42] have been deployed and evaluated.  

5.2 Virtual Listeners 

Virtual listeners are agents that aim to simulate human listening behavior, in par-
ticular verbal and nonverbal back-channeling. These systems are typically user-
driven, one-to-one and face-to-face. Input is commonly nonverbal only, i.e. a user’s 
head movements, length and prosody of speech, etc. The agent itself is often a rule-
based system, matching certain input patterns to pre-defined character behavior or 
generated behavior (e.g. mirroring of head movements, nodding). Example virtual 
listeners are Rapport [43] and SEMAINE [20], and a public speaking trainer [51]. The 



Rapport system is included in the Virtual Human Toolkit, using a predecessor of 
GAVAM (now part of MultiSense) and a custom rule selector. It is based on psycho-
linguistic theory and was designed to create a sense of rapport between a human 
speaker and virtual human listener. It has been used in many studies to gather evi-
dence that it increases speaker fluency and engagement. The Rapport system exempli-
fies how our approach enables both the re-use of existing knowledge and technologies 
as well as the sharing of results with the larger research community.  

5.3 Virtual Interviewers 

With virtual interviewers, the focus of the conversation lies on gathering infor-
mation from or assessing the human user. Interactions are driven by the agent or are 
mixed-initiative. Shifting some of the conversational burden to the agent requires 
increased dialogue management and natural language understanding capabilities. 
Since the ‘interview’ is executed within a known domain, agent responses can be 
crafted up-front. An example of a virtual interviewer is the SimCoach system, a web-
based guide that helps navigate healthcare related resources [44]. Its dialogue manag-
er, FLoReS [45], allows for the creation of forward looking, reward seeking dia-
logues. An initial integration of FLoReS with the Toolkit has been completed and will 
be released shortly. An example of a hybrid virtual interviewer / listener is SimSensei, 
a virtual human platform to aid in recognition of psychological distress [35]. Sim-
Sensei enables an engaging face-to-face interaction where the virtual human automat-
ically reacts to the perceived user state and intent, through its own speech and ges-
tures. From the humans’ signals and behaviors, indicators of psychological distress 
are inferred to inform a healthcare provider or the virtual human. SimSensei is in 
active development and advances several modules, including MultiSense, FLoReS, 
Cerebella (the successor to NVBG) and SmartBody.  

5.4 Virtual Role-Players 

Virtual humans can be particularly effective at facilitating interactive dramas or 
training scenarios in which a user (or player) must interact with other characters. They 
have advantages over human role-players due to their inherent consistency, 24-7 
availability and ability to portray elements that are difficult or impossible for real 
humans (e.g. certain wounds, effects of a stroke, etc.). Examples include the INOTS 
[6] and ELITE training systems for the Navy and Army respectively, in which a sin-
gle user practices interpersonal skills with a virtual human role-player as part of a 
larger class. It combines the NPCEditor and SmartBody with a branching storyline 
and intelligent tutor. Gunslinger [46] is a mixed-reality, story-driven experience, 
where a single participant can interact verbally and nonverbally with multiple virtual 
characters that are imbedded in a physical saloon. Together with the NVBG and 
SmartBody, it uses a version of the NPCEditor which has been extended to incorpo-
rate the notion of hierarchical interaction domains, comparable to a state machine. In 
addition, it receives perception input which is treated as an additional token in the 
statistical analysis. 



5.5 Virtual Confederates 

Finally, virtual humans are gaining interest as a methodological tool for studying 
human cognition, including the use of virtual confederates. Virtual humans not only 
simulate the cognitive abilities of people, but also many of the embodied and social 
aspects of human behavior more traditionally studied in fields outside of cognitive 
science. By integrating multiple cognitive capabilities to support real-time interac-
tions with people, virtual humans create a unique and challenging environment within 
which to develop and validate cognitive theories [48, 49, 50]. 

6 Conclusions and Future Work 

We have shown how the Virtual Human Toolkit helps to address several challeng-
es in virtual human research. First, a full virtual human system requires many differ-
ent capabilities, and the Toolkit contains modules that cover audio-visual sensing, 
nonverbal behavior understanding, speech recognition, natural language processing, 
nonverbal behavior generation & realization, text-to-speech and rendering. Second, 
individual capabilities need to be integrated into a larger framework, which the 
Toolkit offers in the form of a reference architecture and related APIs. As such, it 
provides a rich context in which to embed individual research efforts and delivers a 
flexible framework that enables the exploration of a wide range of different virtual 
human systems. Finally, it lowers the effort associated with creating virtual humans 
by providing a suite of modules and tools that facilitate the rapid development of new 
characters and by promoting re-use of assets. These reduce the required knowledge 
and resources to develop virtual humans, lowering the barrier of entry into further 
inter-disciplinary research. Empirical evidence suggests a computer literate user with 
no particular virtual human or computer science background can build a limited ques-
tion-answering character in less than a day, with more advanced characters taking up 
to several weeks. We plan to more formally evaluate these efforts within the year. 
While creating new virtual human architectures and systems can be done by individu-
als, depending on the complexity this may require a small group of specialists with a 
computer science background. 

The Toolkit and related technologies have already been used in several dozen re-
search and applied projects at ICT. Since its release to the community, it has seen 
download requests from close to 400 individuals and has been used as a teaching tool 
in several classes. 

While the Toolkit offers a comprehensive framework for virtual human research 
and development, it is not without its limitations. The provided NPCEditor compo-
nent focuses on statistical text classification rather than deep understanding of natural 
language and dialogue management. This limits verbal interactions to mostly ques-
tion-answering type conversations. We aim to address this by releasing both the hier-
archical interaction domain plugin for the NPCEditor as well as the FLoReS dialogue 
manager shortly. In addition, the Toolkit is lacking certain abilities, in particular task 
driven behavior, emotion modeling and persistent memory. While these areas are of 



interest in our basic research, we feel they are currently less appropriate for inclusion 
with the more applied Toolkit.  

Our current focus is on expanding the capabilities of the Toolkit. In addition to in-
cluding more advanced dialogue management, we aim to more tightly integrate Mul-
tiSense, to expand the available character library, and to increase the number of sup-
ported platforms, including full support for Mac OS, Android, iOS and the web. 

Future work is aimed at addressing many of the lessons learned over the past dec-
ade. With Cerebella, the successor to the NVBG, we aim to expand our model of 
nonverbal behavior and provide a more powerful way to describe and generate this 
behavior, including the ability for a character to keep a consistent gesture space. This 
will require the implementation of gesture co-articulation as well as extension to 
BML. In addition, we aim to expand the role of nonverbal behavior understanding in 
order to provide a richer context to the agent. Furthermore, we will continue to inves-
tigate methods that support exploration of different configurations within the modular 
architecture, both at the level of modules themselves as well as the implementation of 
different gradations of capability compliance (e.g. per utterance speech recognition 
results vs. partial speech results vs. continuous speech). This requires a refinement of 
our current distributed messaging model, creating a balance between a structured and 
well-defined API on the one hand and a non-restrictive and expandable infrastructure 
that allows for experimentation on the other. Finally, we aim to more concretely de-
fine separate categories, or genres, of virtual humans. This allows for the creation of 
best practices, methodologies and supporting tools that enable more rapid develop-
ment of virtual human systems. 
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