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Abstract—Negotiation is a component deeply ingrained in our daily lives, and it can be challenging for a person to predict the respondent’s reaction (acceptance or rejection) to a negotiation offer. In this work, we focus on finding acoustic and visual behavioral cues that are predictive of the respondent’s immediate reactions using a face-to-face negotiation dataset, which consists of 42 dyadic interactions in a simulated negotiation setting. We show our results of exploring four different sources of information, namely nonverbal behavior of the proposer, that of the respondent, mutual behavior between the interactants related to behavioral symmetry and asymmetry, and past negotiation history between the interactants. Firstly, we show that considering other sources of information (other than the nonverbal behavior of the respondent) can also have comparable performance in predicting respondent reactions. Secondly, we show that automatically extracted mutual behavioral cues of symmetry and asymmetry are predictive partially due to their capturing information of the nature of the interaction itself, whether it is cooperative or competitive. Lastly, we identify audio-visual behavioral cues that are most predictive of the respondent’s immediate reactions.
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1 INTRODUCTION

Negotiation is a complex and dynamic process in which two or more parties, often having non-identical preferences or agenda, attempt to reach agreement. Be it in our workplace or with our family or friends, negotiation comprises such a fundamental fabric of our everyday lives that we sometimes engage in the act without even being consciously aware of it. A real-time system that can automatically analyze human behavior in terms of negotiation and predict respondent reactions to negotiation offers has the potential to help people in their daily lives. For instance, such a system could function as a real-time decision support tool, especially in the online environment, to directly help a person during a negotiation process by providing various automatic analyses of the other person’s behavior while teleconferencing. Computational analyses and models of behavior during negotiation could also be useful in training a person to be a better negotiator by applying them to create virtual characters for training and simulation.

Automatically predicting the respondent’s reactions to offers during negotiation, that is whether the respondent will accept or reject an offer, is a challenging problem. Despite a long history of research on negotiation [38], much work is still needed in order to fully understand how people display various nonverbal behavioral cues in the context of negotiation. There has been very limited work that investigated nonverbal behavior and computational approaches, but recent progress in computer vision and audio signal processing technologies is enabling automatic extraction of various visual and acoustic behavioral cues without having to depend on costly and time-consuming manual annotations. In this work, we use automatic feature extractions for many low-level behavioral cues such as head displacements and rotations, but we also use manual annotations of several high-level behavioral cues such as head nods that cannot yet be reliably extracted automatically.

In this paper, we present a computational analysis of face-to-face dyadic negotiation sessions to investigate multiple behavioral factors predictive of respondent reactions to negotiation offers (see Fig. 1). For this challenging prediction problem, analyzing nonverbal behavior of the respondent would intuitively be first to consider, but we hypothesize that ample predictive information can reside in other sources as well. Specifically, nonverbal behavior of the proposer might hint at the status of an ongoing negotiation process, and past negotiation history between the two negotiators could shed light on their current relationship, making the respondent more likely to act in a reciprocal manner to a given negotiation offer. Additionally, we explore mutual behavior, which is defined as a set of nonverbal characteristics that occurs due to interactional influence in terms of behavioral symmetry and asymmetry between the two
negotiators. We hypothesize that mutual behavior is important in the context of negotiation because people consciously engage in constant adaptation to others’ behavior during face-to-face interaction. Then, the degree of behavioral matching or mismatching could show the overall atmosphere or rapport of the participants in the interaction.

With a face-to-face negotiation dataset consisting of 42 dyadic interactions, we present our experimental results to show that such nonverbal cues in various sources of information can be encoded as computational descriptors for a statistical model to automatically predict the respondent’s immediate reaction to a negotiation offer. In particular, we examined the following four sources of information: nonverbal behavior of the proposer, that of the respondent, mutual behavior of symmetry and asymmetry between the two negotiators, and the past negotiation history. In addition to demonstrating that the nonverbal behavior of the respondent is not the only source of information useful for making the prediction, we also concentrate on showing mutual behavioral cues that can be extracted automatically to explore the possibility of building an automatic system for the prediction task.

The following section describes previous work on negotiation and computational prediction. In Section 3, we present theoretical background of nonverbal behavior in dyadic interactions and describe how they relate to our prediction problem in negotiation. Section 4 describes detail of our computational descriptors, and Section 5 describes our data-set and experiments. We present and discuss our results in Sections 6 and 7 and conclude in Section 8.

## 2 RELATED WORK

Negotiation has long been and still is an active topic of research, and the reader can find a brief history of the psychological study of negotiation in [38]. For researchers endorsing a traditional cognitive view, negotiation is essentially a decision-making process, the people involved dispassionate negotiators, and the outcome a result of dynamics governed by rational strategies. There are also researchers who put more emphasis on affective aspects [18]. Some have tried to understand the general role of affect in different stages of negotiation [6] while others have investigated the influence of mood [4], [11], emotion [1], [43], and personality [5]. In addition, researchers focusing on social contexts further deepen our understanding of negotiation dynamics [24], [29].

The affective and social perspectives of negotiation give intuitions that nonverbal behavior can give clues to the ongoing state of a negotiation process. Although negotiation research abounds in literature, there has still been limited work investigating nonverbal behavior in the context of negotiation, let alone computational models. Probably a research problem that is most analogous to our line of research was explored in [15] and [32] in which the authors simulated an employment negotiation and interview scenarios and found that certain nonverbal behavioral features were predictive of the overall outcome in the end. In [15], Curhan and Pentland mainly explored behavioral features in speech and showed that four speech features, including activity, conversational engagement, prosodic emphasis, and vocal mirroring during the first 5 minutes of interaction predicted 30 percent of the variance in individual negotiation outcomes on the terms of employment. One noteworthy finding of this research lay in its research focus on thin slices, the idea that observing only a narrow window of behavior is highly predictive of subsequent evaluations. Additionally, all of the speech features were extracted and encoded automatically. In [32], Nguyen et al. explored features from both speech and visual behavior, not only looking at the behavior of the interviewees but also that of the interviewers, and found that ridge regression explained about 36 percent of the variance in predicting hirability scores. This work used a combination of automatically and manually coded features.

Whereas previous pieces of work were mainly focused on predicting overall negotiation outcomes in the end, our focus is on making immediate predictions of respondent reactions (acceptances or rejections) to individual proposals made during negotiation. In our previous work on this research problem [35], we explored various predictive cues that were manually annotated in three different sources of information, including nonverbal behavior of the proposer, that of the respondent, and negotiation history between the two negotiators. The results served as a proof-of-concept to show that such prediction is possible with a reasonable accuracy, and in a following work [36], we focused on finding multimodal cues from another information source of mutual behavior related to behavioral symmetry and asymmetry, while putting emphasis on automatic feature analysis and extraction. In this paper, we consider all four sources of information together and show a deeper analysis that expands on our previous works.

## 3 NONVERBAL FACTORS IN FACE-TO-FACE NEGOTIATION

In this section, we introduce relevant research on nonverbal behavior in dyadic interaction and highlight four potential sources where predictive cues can be extracted for our research problem: nonverbal behavior of the proposer, that of the respondent, mutual behavior between the two negotiators, and past negotiation history (see Fig. 1).
3.1 Proposer’s and Respondent’s Behavior

In a business negotiation setting, Niemeier [33] investigated various nonverbal communication channels including proxemics, body postures, gestures, facial expressions, and para-language, arguing that they could hint at emotional attitudes of the negotiators. In a study of cooperativeness and competitiveness during negotiation, Johnson [26], [27] similarly found that cooperativeness is expressed through “warm” behavior including a soft tone of voice, smiles, interested facial expressions, direct eye contact, open gestures, close spatial distance, and an occasional soft touch, while competitiveness is expressed through “cold” behavior including tense postures, avoidance of eye contact, closed gestures, distant spatial distance, and avoidance of touching.

Head movements can also provide rich information. For instance, the proposer could show eagerness by nodding his head while staring at the respondent, giving more emotional burden to the respondent if not accepting the offer. Similarly, the respondent could shake his head while listening to the proposal or tilt his head in confusion. Another interesting nonverbal behavior in the context of negotiation is self-touching, which Ekman and Friesen [21] call a type of adaptors. According to Harrigan et al. [25], the overall consensus is that negative affect, such as anxiety or discomfort, triggers self-touching behavior.

3.2 Mutual Behavior

Extensive research shows that we have a tendency to match our behavior to our interactional partners in various ways [30], and it is described with many terms in the literature including behavior matching, imitation, mimicry, synchrony, or chameleon effect. The changes in our behavior often occur unconsciously and in many different channels of communication from facial expressions to speech patterns [13], [14], [30]. Such behavioral characteristics are a part of what we broadly refer to as mutual behavior in this paper, which is not only limited to behavioral symmetry but spans more to also include any nonverbal characteristics that occur due to interactional influence, including behavioral asymmetry.

Mutual behavior is important in the context of negotiation because much evidence exists that it is related to social rapport. In general, people simply seem to get along better when their behavior is well coordinated [9], and it is shown that displaying similar behavior helps with the smoothness of an interaction and also builds a feeling of liking or positivity between interactional partners [13], [14]. The phenomenon is so prevalent that even computer agents that mimic human interactional partners are seen with a more positive feeling than non-mimicking agents [3]. Moreover, studies [8], [23] show that observable nonverbal cues can be indicative of rapport, suggesting that it is possible to detect and gauge rapport between interactional partners, which in turn can be used to assess the status of a negotiation process.

More specifically, Bernieri et al. [8] studied observable nonverbal cues that were indicative of rapport in two different contexts of adversarial and cooperative settings, and the list of behavior include gestures, posture shifts, proximity, back-channel responses, eye contact, and forward lean. Tickle-Degnen and Rosenthal [42], who describes rapport in terms of three components of mutual attentiveness, positivity and coordination, also studied several nonverbal cues associated with rapport that included a similar set of behavior.

Mutual behavior that hints at rapport can also reside at the speech level. People are known to imitate various acoustic characteristics of interactional partners including accents, pauses, speech rate, and tone of voice [30]. Some researchers focus more on the smoothness of turn taking, which is usually measured with simultaneous speech, mutual silence, and interruption [9]. Many researchers also investigate synchronization or accommodation in prosody and various vocal qualities to try capturing the interpersonal dynamics in social interaction [17], [39].

3.3 History

The history information can be thought of as capturing the ongoing relationship between the negotiators. For instance, in the absence of other contexts, if the respondent has mostly rejected the proposer’s offers in the past, it would mean something quite different from the opposite case. Moreover, reciprocity can be a good predictor of negotiation outcomes in mixed-motive settings [20].

4 Computational Descriptors

In creating computational descriptors for predicting the respondent’s reactions in a dyadic session, we identified the following four different sources of information in which predictive cues could reside: nonverbal behavior of the proposer, that of the respondent, mutual behavior between the two negotiators, and their past negotiation history.

Another factor we considered in creating our computational descriptors was time dependency (see Fig. 2). Since negotiation is an ongoing process in which participants constantly adapt themselves to each other, we noted that assessing both short-term and long-term cues could provide a deeper understanding of the current state of negotiation on which to base prediction of future actions. For this purpose, we defined a proposal-response event as a time window when the proposer made an utterance with a clear negotiation offer followed by the respondent’s clear verbal utterance of acceptance or rejection. In each proposal-response event, short-term cues were explored only within the time boundary from start of the proposal until start of the response. For long-term cues, cumulative history of cues were explored from start of the interaction until start of the response. We
note here that no information was used from the response part in a proposal-response event even when there was an overlap between the proposal and the response.

- **Long-term cues.** These descriptors are designed to model social engagement and rapport that are created over a longer period of time. For example, a continuous mutual gaze is often correlated with high rapport, which in turn can be correlated with successful collaboration.
- **Short-term cues.** These descriptors are designed to model recent momentum in negotiation. For example, the negotiation momentum could change rapidly because of cheating or mockeries, and the short-term descriptors are designed to quickly adapt.

### 4.1 Proposer’s Behavior

For each proposal-response event, the following nonverbal behavioral cues displayed by the proposer were explored as potential short-term cues:

- **Head nod.** A vertical downward (or repeated upward and downward) movement of the head.
- **Head shake.** A repeated horizontal left and right movement of the head.
- **Head tilt.** A rotation of the head to the left or to the right (rotation around the z-axis with a frontal view of the face in 3D coordinates).
- **Gaze.** Gaze direction toward the other party, the table, or somewhere else.
- **Smile.** Presence of smiling.
- **Self-touch.** Touching his/her own body with his/her hands (e.g., touching the face with the hand). Only the upper portion of the body was visible in the videos.

The proposer’s behavioral cues were manually annotated within the time window of each proposal-response event and were encoded as binary descriptors (except for the gaze, which had three different states) at the event level. For example, the proposer’s smile descriptor depended on whether the proposer portrayed a smile or not from start of the proposal until start of the response in each proposal-response event. In summary, from this source of information, a total of six computational descriptors were encoded as short-term cues.

### 4.2 Respondent’s Behavior

In creating computational descriptors of the respondent’s behavior in each proposal-response event, we used the same set of behavioral cues and followed the same approach as described for creating the descriptors of the proposer’s behavior. In addition to the event-level binary descriptors of the respondent’s behavior, we also added another descriptor called binary response time that encoded the respondent’s behavior in terms of his/her response time to the proposal.

- **Binary response time.** For each proposal-response event, the response time was computed as the time when the respondent started uttering acceptance or rejection minus the time when the proposer finished uttering his/her proposal. After taking the means of the response times for all accepted and for all rejected cases, the midpoint of the two means was found and used as a threshold, which was 1.37 seconds in our experiments. Using this threshold, the response time in each proposal-response event was converted into a binary descriptor.

In summary, a total of seven computational descriptors were encoded as short-term cues from this information source.

### 4.3 Mutual Behavior

In creating computational descriptors of mutual behavior, we considered the following three main aspects: behavioral symmetry/asymmetry, automatic extraction, and multi-modality.

Although past research principally focused on symmetric mutual behavior, such as social rapport and behavior matching (see Section 3.2), we note that much information can also reside in asymmetric mutual behavior, such as opposite postures, in the context of our negotiation problem. For behavioral symmetry, we considered the similarity of behavioral patterns of the two negotiators. And for behavioral asymmetry, we considered behavioral patterns of one negotiator that contrasted with those of the other negotiator.

- **Behavioral symmetry.** This behavioral characteristic describes similarity and synchrony in the negotiators’ behavior. For example, mutual gaze or reciprocal smile can show a general feeling of rapport and connection. We expect to see these more often in cooperative settings.
- **Behavioral asymmetry.** This behavioral characteristic describes unilateral behavior or behavioral patterns that contrast between the negotiators. For example, if only one of the two negotiators is smiling or if they show opposite body postures, these are possible signs of disengagement and competition.

Such behavioral characteristics of symmetry and asymmetry were captured with the following three computational descriptors that were derived from each type of behavioral cues (see Fig. 3). For instance, a visual signal such as smile or an acoustic signal such as pitch was extracted for both negotiators in each dyad (more detail about specific behavioral cues is in the following sections). Then symmetric and asymmetric characteristics were summarized as follows:

- **Correlation.** Pearson’s correlation coefficient was computed for each behavioral cue between the two negotiators in a dyad. The higher the correlation, the more symmetric the behavior in the specific behavioral dimension. The correlation coefficient of −1 would mean perfect asymmetry.
- **Difference in the means.** For each negotiator in a dyad, the mean value was computed for each behavioral cue, and the absolute difference between the two mean values was computed. A higher difference

---

1. We note that recomputing this threshold yielded a very similar value with the mean of 1.50 seconds and the standard deviation of 0.22 seconds when using only training and validation folds in our 12 experiments from 3 randomly balanced sets x 4-fold cross validation. See Section 5.3 for experiment detail.
value signifies more asymmetry between the two negotiators’ behavior.

- **Difference in the standard deviations.** As in computing the difference in the means, the same approach was taken to compute the difference with respect to the standard deviation values.

We concentrated only on nonverbal behavior that could be automatically extracted and that mutually occurred between the proposer and the respondent. That is, in extracting automatic mutual behavioral descriptors, we derived each by considering jointly nonverbal behavior of both the proposer and the respondent together, and none of these descriptors were derived from nonverbal behavior of just one party in the interaction.

Finally, we explored such symmetric and asymmetric mutual behavior descriptors in two different modalities of acoustic and visual channels.

### 4.3.1 Acoustic Mutual Behavior

Using publicly available software for speech analysis called Covarep [16], the following acoustic descriptors were extracted at 100 Hz for each participant per proposal-response event. The descriptors were extracted only within the long-term time windows since the amount of time was often too short to compute meaningful descriptors within the short-term time windows:

- **Voice quality—peak slope.** Used to indicate breathiness or tenseness of the voice. Values closer to zero are considered as more tense [28], [39].
- **Voice quality—norm. amplitude quotient (NAQ).** Another feature for the tenseness of the voice [39].
- **Pitch (f0).** The base frequency of the speech signal. It is the frequency the vocal folds are vibrating during voiced speech segments. We utilized the method introduced in [19] in this work.
- **Energy.** Used to indicate the loudness and intensity of the voice.
- **Energy slope.** Extracted as the absolute value of the first derivative of the energy. High slope values indicate stronger changes in the energy and low values higher monotonicity of the energy.
- **Spectral stationarity.** A measure that captures the fluctuations and changes in the voice signal. High values indicate a stable vocal tract and little change in the speech (e.g. during hesitation or sustained elongated vowels) indicating higher monotonicity [22], [41].

For each proposal-response event, the acoustic descriptors extracted for each participant within the long-term time windows were processed with a linear filter, specifically using a time-aligned moving average (sliding window) technique [44] with a time window of 10 seconds. This step was taken since unlike visual signals, acoustic signals usually do not have overlapping regions to compute meaningful mutual behavior descriptors. Then, symmetric and asymmetric mutual behavior descriptors were computed for each acoustic behavioral cue by taking the correlation and the difference in the means and in the standard deviation values. In summary, a total of 18 computational descriptors were encoded as long-term mutual behavior descriptors from this source of information (three types of mutual behavior descriptors of correlation and difference in the means and in the standard deviations multiplied by six types of acoustic behavioral cues).

### 4.3.2 Visual Mutual Behavior

In order to automatically extract visual mutual behavior descriptors, we used commercial software [34] that detects a person’s face from frame to frame in a video and outputs various low-level and high-level facial features. Below is a list of visual descriptors that were extracted as potential predictive cues for each participant per negotiation session. Each visual descriptor listed below was smoothed with a linear filter, and each descriptor, except for smile, was converted into a binary descriptor at each frame using an empirically determined threshold point.

- **Smile.** Used to indicate if the person is displaying positive affect with a smile. The smile intensity value ranges on a scale from 0, which means no smile, up to 100.
- **Leaning posture.** Used to indicate if the person is showing a forward or a backward lean (posture), approximated with face length and face size. The face length and face size values were z-normalized and the threshold points of 0, 0.25, 0.5, 0.75 and 1.0 were used to convert them to binary values at the frame level. With the five different thresholded versions of the descriptor, prediction performance was measured with each of them used in a single-feature predictor. The threshold that performed best was with the threshold point of 0.75, and it was used for all subsequent experiments.
Head gaze. Used to indicate if the face is directed downward (toward the table). From the raw face direction signals in upward / downward rotational degrees, the threshold points of –5, –10, –15 and –20 were used to convert them to binary values at the frame level since the videos were recorded from a lower position at an angle. Based on the prediction performance as an individual descriptor (similarly as how the threshold point was determined in the leaning posture), the threshold point of –5 was eventually used for all the experiments.

Eye gaze. Used to indicate if the gaze is directed downward (toward the table). The same approach was taken as head gaze for converting to binary values at the frame level and the same threshold point of –5 was eventually used.

For each proposal-response event, the visual descriptors above were extracted from two different time windows: within the short-term time window (from the start of the proposal until the start of the response) and within the long-term time window (from the start of the interaction until the start of the response) as shown in Fig. 2. Then, for each time window, symmetric and asymmetric mutual behavior descriptors were computed with Pearson’s correlation coefficient for each descriptor between the two participants in each dyadic session. The difference in the mean values and the difference in the standard deviation values were also computed. In summary, a total of 24 computational descriptors were encoded as short-term and long-term mutual behavior descriptors from this source of information (four types of visual descriptors multiplied by three types of mutual behavior descriptors of correlation and differences multiplied by two types of short-term and long-term windows).

We note that unlike audio signals, visual signals tend to happen more simultaneously. For instance, when two people smile or have eye contact, even if the behavior is not perfectly synchronized, there tends to be an overlapping period when both interactants display the behavior at the same time, which we tried to capture with the correlation coefficients. We further note that it would be interesting to take into account time delays using a similar time-aligned moving average technique that we used for acoustic descriptors, which we leave for future work. Additionally, time delay in behavior is not relevant for the descriptors of the difference in the means and in the standard deviations because they are already summary statistics over a time period.

4.4 Negotiation History

To capture useful predictive cues from negotiation history, we explored the following descriptors from the long-term time windows:

- Net negotiation history. The total net response history of the respondent at the time of the proposal–response event (+1 and –1 for each previous acceptance and rejection respectively).
- Last negotiation history. The result of the proposal–response event (+1 for acceptance and –1 for rejection) immediately prior to the current one.

- Response time history. The mean of all the previous response times of the respondent at the time of the proposal–response event. This descriptor could help better understand the binary response time descriptor by providing the general response time characteristic / habit of each negotiator.

In summary, a total of three computational descriptors were encoded from this source of information.

5 Experiments

We designed and performed our experiments to address the following primary hypothesis to investigate the degree of benefit that can be gained with more sources of information where we seek potential predictive cues of respondent reactions:

Hypothesis 1 (H1). For predicting respondent reactions during dyadic negotiation, other sources of information (proposer’s nonverbal behavior, mutual behavior, and negotiation history) can yield comparable prediction performance to looking at nonverbal behavior of the respondent, and combining all sources together yields higher performance than using a single source of information.

In addition to the primary research question, we also tested a secondary hypothesis regarding mutual behavior. If H1 is true and mutual behavior descriptors are predictive of respondent reactions during negotiation, we suspected that it may be due to the descriptors capturing the very nature of the interaction itself, whether it is cooperative or competitive.

Hypothesis 2 (H2). Computational descriptors of mutual behavior that are predictive of respondent reactions are also useful for determining whether the negotiation interaction is cooperative or competitive.

5.1 Dyadic Negotiation Dataset

A dataset of dyadic negotiation sessions was collected in order to understand how people negotiate with various incentive scenarios. In total, 84 undergraduate business major students (40 males and 44 females) participated in 42 dyadic negotiation sessions, of which one dyad was discarded because the participants deviated from the experimental procedure. Each dyadic session involved same-sex participants to control for the influence of gender. In addition, negotiators in each dyad were instructed to adopt only one of three motivational orientations that derived from the monetary incentive associated with the negotiation task: cooperative (maximize joint outcomes), individualistic (maximize own outcomes), and competitive (maximize own outcomes relative to the other's outcomes). Out of 42 sessions, 13 were cooperative, 13 individualistic, and 16 competitive. Negotiators in each dyad received the same motivational instruction and were aware that the other was so instructed. A total of three cameras were placed unobtrusively to record a near-frontal view of each negotiator, as well as an overall side view of the interaction.

In each session, two participants sat face-to-face across each other at opposite ends of a table, on which several types of plastic fruits or vegetables were placed. The participants were randomly assigned to represent one of two
TABLE 1
Proposal-Response Events Distribution in Our Face-to-Face Dyadic Negotiation Dataset

<table>
<thead>
<tr>
<th></th>
<th>41 dyads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # of sessions</td>
<td></td>
</tr>
<tr>
<td>Total # of samples</td>
<td>253</td>
</tr>
<tr>
<td>Accept samples</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>4.63</td>
</tr>
<tr>
<td>standard dev.</td>
<td>2.38</td>
</tr>
<tr>
<td>Reject samples</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>1.54</td>
</tr>
<tr>
<td>standard dev.</td>
<td>2.37</td>
</tr>
<tr>
<td>Total samples</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>6.17</td>
</tr>
<tr>
<td>standard dev.</td>
<td>2.97</td>
</tr>
</tbody>
</table>

different restaurants, which had different pay-off matrices associated with the items on the table. Each participant knew only the pay-off matrix of his/her assigned restaurant, and the participants had 12 minutes to negotiate on how to distribute the items on the table. As an incentive, each participant could receive up to $50 depending on the final points earned for his/her restaurant (see Fig. 1).

5.2 Annotations
For each negotiation session, all the events of proposal-response pairs were identified by two coders with each coder annotating half of the dataset, and the inter-coder reliability on four randomly selected sessions (about 10 percent of the dataset) measured with Krippendorff’s alpha was at 0.67 (following the approach of measuring Time-Slice Krippendorff’s alpha described in [37] with seconds as the time-slice granularity). A proposal is defined as an utterance made with a clear offer related to negotiating the items on the table, and if it is followed by a clear verbal utterance of acceptance or rejection, we grouped the start of the proposal until the end of the matching response as a proposal-response event. A total of 253 proposal-response events were identified, out of which 190 were accepted proposals and 63 were rejected proposals (see Table 1). For each proposal-response event, a subset of nonverbal behavior (see Section 4.1) of the proposer and the respondent were annotated. For the purpose of extracting acoustic descriptors, speaker diarization was also performed with annotations, but we note that this step could have been done automatically with close-talk microphones equipped for both participants. All annotations were performed using ELAN software [10].

5.3 Prediction Model and Methodology
For the prediction models, support vector machine (SVM) classifiers with a radial basis kernel were trained and tested [12]. In all of our prediction experiments, four-fold cross-validation was performed with hold-out testing and also hold-out validation to find the optimal parameters (gamma and C) using a grid-search technique. An exhaustive feature selection looking at all possible combinations of features (computational descriptors) was performed in each of the four sources of information. For making predictions with combined sources of information, the same feature selection approach was performed after combining the features at the feature-level (early fusion) using the best subset of features that was automatically determined in each source of information.

In order to make balanced sample sets for predictor training and testing, all of the 63 samples of the rejected proposal-response events were combined with 63 randomly selected samples of the accepted events (making the baseline prediction at 50 percent), and three such randomly balanced datasets were created. Each randomly balanced set was again randomly separated into four folds with almost an equal number of acceptance and rejection samples. All the prediction results were averaged over 12 test results (3 randomly balanced sets × 4-fold cross-validation). It should be noted that none of the folds contained samples from the same negotiation session for better generalizability. In other words, the four folds were created such that they were all session-independent to one another.

To test for our second hypothesis, we also investigated to what extent the prediction accuracies were due to the mutual behavior descriptors’ capturing the different conditions of the negotiation sessions, specifically between the cooperative and competitive conditions. Using the same final descriptor set determined for the mutual behavior group predictor, another classifier was trained and tested in order to classify each negotiation session between the cooperative and competitive conditions. The samples were also randomly balanced with 13 cooperative sessions and 13 competitive sessions (making the baseline classification at 50 percent), and similar feature selection technique and 13-fold cross validation was performed. In each cross validation experiment, one hold-out fold was used for testing, eight folds for training, and four folds for validating the model parameters.

6. RESULTS
All of the experimental results have the baseline prediction rate of 50 percent since all the samples were trained and tested using randomly balanced sets.

6.1 Predicting Respondent Reactions (H1)
For predicting respondent reactions to negotiation offers, combining the computational descriptors from all 4 sources of information at the feature level (early fusion) yielded the mean prediction accuracy of 75.8 percent, outperforming the prediction performance of using any single source of information alone (see Fig. 4). The prediction accuracy was
at 56.8 percent when using descriptors from only the proposer’s behavior, 72.7 percent when using those from only the respondent’s behavior, 66.9 percent when using those from only the history information, and 68.8 percent when using those from only the mutual behavior. Compared with the prediction accuracies of the early-fusion predictor (\(M = 75.8, SD = 9.7\)), the predictor using the proposer’s behavior only (\(M = 56.8, SD = 10.1\)) showed the Cohen’s \(d\) effect size value of 1.92 (\(d = 1.92\)) suggesting a large effect, the predictor using the respondent’s behavior only (\(M = 72.7, SD = 7.2\)) showed \(d = 0.36\) suggesting a small effect, the predictor using the history information only (\(M = 66.9, SD = 8.1\)) showed \(d = 1.00\) suggesting a large effect, and the predictor using the mutual behavior only (\(M = 68.8, SD = 10.4\)) showed \(d = 0.70\) suggesting a medium effect.

### 6.2 Benefit of More Sources of Information

As shown in Fig. 5, for the early fusion results of combining the computational descriptors at the feature level, the predictors on average performed at 66.3 percent when using only one source of information (mean of four different predictors, one predictor for each source of information), 70.7 percent when using two sources (mean of six different predictors possible by choosing two out of four sources), 72.9 percent when using three sources (mean of four different predictors possible by choosing three out of four sources), and 75.8 percent when using all four sources together. Moreover, the prediction performance of using all possible combinations of sources is summarized in Table 2.

### 6.3 Mutual Behavior and Classification of Cooperative versus Competitive Interactions (H2)

Using the same final descriptors selected for the information source of mutual behavior, four descriptors were relevant for the interaction condition classification because they were from the long-term time windows, making them sensible to be computed for the entire length of each negotiation session. The descriptors were correlation of smile, correlation of head gaze, difference in means for eye gaze, and difference in means for pitch.

### 6.4 Top Performing Individual Descriptors

Table 3 summarizes the performance of top computational descriptors from all sources of information. The prediction accuracies in the table show the performance when a single-descriptor predictor was trained and tested using each individual descriptor alone. In other words, the prediction accuracies mean how much discriminative power each computational descriptor showed when it was considered alone in the prediction problem. From the proposer’s nonverbal behavior, head tilt information was the only descriptor that performed above 55 percent at 56.8 percent. From the respondent’s nonverbal behavior, three descriptors of binary response time, head nod, and head shake performed above 55 percent when used individually with the prediction accuracies of 63.8, 60.4, and 59.6 percent respectively. From the mutual behavior descriptors, the difference in the means for head gaze and eye gaze performed at 59.6 and 57.3 percent respectively, and the correlation in head gaze and smile both performed at 59.1 percent. Lastly, from the history information, last negotiation history and net negotiation history performed at 66.9 and 58.6 percent respectively.

### 7 Discussion

Overall, our results showed partial support for our two hypotheses outlined in Section 5. In this section, we elaborate our results with discussions in light of our hypotheses and in the same subtopics as in the results section.

#### 7.1 Limitations

We first note that the samples in our experiments were randomly forced-balanced to have a majority baseline or chance-level prediction at 50 percent. Also, the threshold points for visual mutual descriptors (Section 4.3: Mutual Behavior) were determined using all the training and testing samples. We note that our main focus of this study was...
to investigate whether different sources of information would also yield comparable prediction performances to that of looking at nonverbal behavior of the respondent and not on making best possible predictions, and the same thresholding advantage was given to all multimodal predictors that included mutual behavior.

7.2 Predicting Respondent Reactions (H1)
As shown in Fig. 4, other sources of information other than the respondent’s nonverbal behavior also displayed comparable predictive power, especially history and mutual behavior sources showing slightly lower but still comparable performance, which confirmed the first half of our first hypothesis. However, when comparing the prediction accuracy results between the four-source predictor versus each of the single-source predictors, not all of them showed a large effect, not completely confirming our first hypothesis. It is not surprising that the nonverbal behavior of the respondent was the most predictive source of information when predicting the respondent reactions (see Fig. 4). After all, if one wishes to predict future actions of a person, it is only natural and intuitive to observe that specific person’s behavior more than anything else. Mutual behavior between the negotiators also proved useful, probably due to the descriptors having captured the level of rapport between the negotiators and the overall atmosphere of cooperation or competition. Our previous work [36] specifically on mutual behavior showed similar results. The computational descriptors from the history information were also quite useful in the prediction, most likely by directly capturing whether the interaction was a cooperative or competitive condition. The nonverbal behavior of the proposer, although the least predictive of the four sources, still showed some predictive power.

7.3 Benefit of More Sources of Information
For the results of early fusion at the feature level, we could observe a slight trend that adding more sources of information leads to better prediction rates in general. In the graphs shown in Fig. 5, each bar shows the average prediction accuracy by using information from a certain number of sources in all possible combinations. On average, using information from all four sources of information yielded the best performance for the early fusion (75.8 percent) approach. These results are in line with our previous study [35] in which we considered a total of three sources of information without the mutual behavior and found that considering more sources of information generally helps with the prediction task. However, we note that this tendency is only in terms of general performance, and when we look at the performance of individual predictors with different combinations of sources, the tendency is not conclusive and not always true. For instance, the three-source predictor (using respondent’s nonverbal behavior, history, and mutual behavior) actually outperformed the four-source predictor in our specific experiments.

7.4 Mutual Behavior and Classification of Cooperative versus Competitive Interactions (H2)
The condition classification performance of 65.4 percent is relatively lower compared to our early fusion prediction accuracy of 75.8 percent but still by far higher than the chance level at 50 percent. Considering that the engineering and selection of the computational descriptors were not completely focused on the purpose of the interaction condition classification, the classification performance suggests more meaning and implications. This result indicates that the descriptors that were useful for the reaction prediction were also helpful in determining the type of negotiation sessions, moderately confirming our second hypothesis (H2). The result also suggests that the performance of our respondent reaction predictors could be partially due to the mutual behavior descriptors’ having captured the nature of the negotiation sessions (the overall atmosphere of cooperation or competitiveness).

7.5 Top Performing Individual Descriptors
As shown in Table 3, from the proposer’s behavior, head tilt was slightly predictive of the respondent reactions, possibly because the behavior often showed lack of confidence from the proposer with the proposal, which was more likely to be rejected than accepted. From the respondent’s nonverbal behavior, binary response time, head nod and head shake individually yielded the best prediction accuracy. We note that head nods and head shakes from the respondent’s behavior individually only performed at about 60 percent prediction accuracy and were not determinant factors. Often in a dyadic session, the respondent gave head nods as a form of backchannel response to the proposer’s speech, whose presence were somewhat related to the final respondent reaction to the offer but not to a great extent. From the history information, last negotiation history descriptor performed best at 66.9 percent, which was the best performance among all descriptors and all sources of information. This is most likely due to the descriptor having captured the degree of cooperation or competition in the interaction, as well as the tendency of acceptances or rejections to occur in closer temporal proximity (acceptances tend to happen in blocks and so are rejections). Also, there were several mutual behavior descriptors that performed very close to about 60 percent prediction accuracy even when used alone in a single-feature predictor.
In this paper, we presented our experimental results showing that we could predict respondent reactions to negotiation offers (whether the respondent will accept or reject) with reasonable accuracy using computational descriptors from four different sources of information: nonverbal behavior of the proposer, nonverbal behavior of the respondent, mutual behavior between the negotiators, and the negotiation history. Furthermore, we presented the results with an early-fusion approach of fusing information at the feature level and showed our qualitative observation that adding more sources of information generally improves the prediction performance. Specifically, we moderately confirmed our first hypothesis that other sources of information other than the nonverbal behavior of the respondent can also be useful in our prediction problem. Furthermore, we moderately confirmed our second hypothesis that the computational descriptors from the mutual behavior are useful in the prediction problem due to their capturing the very nature of the interaction itself between the cooperative and competitive atmosphere. For future work, more behavioral cues and feature engineering can be explored, especially by taking into account time delays in behavior between the negotiators. We also plan to investigate how humans perform for the same prediction problem for comparison.
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