Integration of Visual Perception in Dialogue Understanding
for Virtual Humans in Multi-Party interaction.

David Traum and Louis-Philippe Morency
Institute for Creative Technologies
University of Southern California
Marina del Rey, CA 90292
{traum,morency}@ict.usc.edu

ABSTRACT

While the dialogue functions of speech in two-party dialogue have
been extensively studied, there has been much less work on either
multi-party communication, multimodal communication, and espe-
cially vision in a multi-party face-to-face setting. In this paper we
report on one such effort to apply state of the art real-time visual
processing to enhance a dialogue model of multi-party communi-
cation. We are concerned with situations in which there are at least
three parties involved in conversation (at least one of whom is a
human participant and at least one of whom is a virtual human).
We focus on the visual behaviors of head orientation, head nods
and head shakes, and examine how these behaviors influence sev-
eral aspects of a multi-layer dialogue model, including addressee
identification, turn-taking, referent identification, social affiliation,
grounding, and question answering. We describe the extensions to
the dialogue model and the implemented techniques for recogniz-
ing these behaviors and their impact on the dialogue models in real
time, in realistic conversational settings from people participating
in dialogue with virtual humans. We present several case studies
(with accompanying videos) of dialogue fragments of the virtual
agents with and without the recognition of these behaviors. Future
work involves detailed studies on both the context recognition rates
for this task as well as overall subjective impact on user satisfaction
and dialogue efficiency.
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1. INTRODUCTION

Face-to-face dialogue is a multi-modal process, in which partic-
ipants use multiple channels to communicate and coordinate their
communication and other activities. Probably the most important
channel is speech/audio, which is used for most of the propositional

content and main illocutionary force. However, the visual channel
is also very important, especially for coordinating group communi-
cation, which is why people generally prefer face-to-face meetings
over voice conference calls, sometimes even when extensive travel
is required.

While the dialogue functions of speech in two-party dialogue
have been extensively studied there has been much less work on ei-
ther multi-party communication, multimodal communication, and
especially vision in a multi-party face-to-face setting. Such studies
are important primarily for better understanding the communica-
tion process as a whole, but are also needed for constructing Vir-
tual Humans who can use these processes to communicate naturally
with people and with each other in such a way that the communi-
cation is comprehensible by people.

In this paper we report on one such effort to apply state of the art
real-time visual processing to enhance a dialogue model of multi-
party communication. We are concerned with situations in which
there is at least one human participating with at least one virtual
human, and in which there are at least three parties involved in the
conversation. There are a number of non-verbal behaviors that may
influence the meaning and coordination of multi-party dialogue. In
this initial effort, we focus on recognition of three behaviors: head
orientation, head nods, and head shakes, and the various meanings
that such behaviors can have in different dialogue contexts.

The following section describes related work on dialogue mod-
elling, visual perception, and integration with embodied conversa-
tional agents (ECAs). Section 3 presents the dialogue model used
as a basis to integrate visual information. Section 4 highlights im-
portant ways in which visual information influences the dialogue
and methods for recognizing behaviors using vision. Section 5
shows how we adapted the dialogue model to incorporate the visual
features. Section 6 presents a proof of concept implementation of
our adapted dialogue model in a multi-party scenario. We conclude
in Section 7, with our research program for extending this work.

2. RELATED WORK

There has been a substantial, interdisciplinary body of work on
modelling dialogue structure and the information needed by partic-
ipants to understand and engage in dialogue. Conversation analysts
have looked at aspects of the fine interactive structure, such as how
people coordinate who is to speak when [27]. Turn-taking has also
been studied by social psychologists, e.g. [14]. Speech act theo-
rists [3, 28] has been important at looking how people “do things
with words”. Linguists have also noted that dialogue is multi-
fuctional, comprising not just a single speech act function, but dif-
ferent kinds of action [31, 2]. Allwood describes expressive, evoca-
tive and feedback functions of dialogue utterances. Sinclair and
Coulthard have a series of hierarchical “ranks” of action, including



acts, moves, exchanges, and transactions. Clark and Shaefer[11]
model the Grounding process of reaching mutual understanding as
collaborative contributions, composed of proposal and acceptance
phases. Ginzburg models the structure of dialogue context as a
“gameboard”, including a structure of questions under discussion
(QUD), that is used for interpreting short answers [15].

The dialogue modelling work has been used and extended in dia-
logue systems that can use this model to participate in conversation.
Grosz and Sidner [16] model the structure of discourse (including
dyadic task-oriented dialogue) as having hierarchical focus spaces,
which mirror the intentional structure of the task, and can be used
to resolve underspecified referring expressions. Novick [25] Traum
and Hinkelman [41] and Bunt [8] have developed multi-level dia-
logue act schemes that include control functions such as turn-taking
and grounding as well traditional speech act functions. The infor-
mation state approach to dialogue modelling [36], models aspects
of dialogue context as aninformation state, with dialogue acts that
represent the meaning of conversational behaviors in context, and
act as functions to update the information state.

There has been considerable work on gestures with embodied
conversational agents. Bickmore and Cassell developed an embod-
ied conversational agent (ECA) that exhibited many gestural capa-
bilities to accompany its spoken conversation and could interpret
spoken utterances from human users [4]. Sidner et al. have inves-
tigated how people interact with a humanoid robot [29]. Nakano et
al. analyzed eye gaze and head nods in computer—human conver-
sation and found that their subjects were aware of the lack of con-
versational feedback from the ECA [24]. Numerous other projects
(e.g. [37, 9]) explore aspects of gestural behavior in human-ECA
interactions. Physically embodied ECAs—for example, ARMAR
II [12, 13] and Leo [5]—incorporate the ability to perform articu-
lated body tracking and recognize human gestures.

Head pose and gesture offer several key conversational ground-
ing cues and are used extensively in face-to-face interaction among
people. Stiefelhagen developed several systems for tracking face
pose in meeting rooms and has shown that face pose is very use-
ful for predicting turn-taking [33]. Takemae er al. also examined
face pose in conversation and showed that if tracked accurately,
face pose is useful in creating a video summary of a meeting [34].
Siracusa et al. developed a system that uses head pose tracking
to interpret who was talking to who in conversational setting [32].
The position and orientation of the head can be used to estimate
head gaze which is a good estimate of a person’s attention.

3. MULTI-PARTY DIALOGUE MODEL

The dialogue model we are using is that of [37, 39]. Here conver-
sational meaning is modeled using the information state approach,
and partitioning the information into layers, each of which consists
of a set of components of the information state, a set of dialogue
moves, and update functions linking the moves and components.
Each layer represents a distinct dialogue function, similar in many
respects to dialogue act schemes such as [31, 25, 19], though with-
out the organization into ranks of [31] or the strict requirements of
dimensions of [7]. The layered model of [37, 39] is summarized in
figure 1 and described briefly below.

One of the basic aspects of the information state is a set of par-
ticipants who can be involved in interaction. The participant model
includes basic information such as the name of the participant, the
participant’s focus, behaviors performed by the participant, as well
as relational information to the agent who is doing the modeling,
such as the participant’s contact and attention status and trust. The
contact layer manages whether this participant is available to en-
gage in communication, using actions of making contact and break-

ing contact. The attention layer manages the focus of the partici-
pant.

Multiple conversations can be active at a time, and each one has
it’s own internal structure. Conversation structure includes

e alist of participants in the conversation (who are assumed to
understand the grounded contributions), divided into active
participants who perform speaker and/or addressee roles in
utterances of the conversation, and overhearers (who don’t).

e modality of the conversation (face-to-face, radio, etc)
o the turn-holder (a participant, or none)
e the initiative-holder (a participant or none)

e the purpose of the conversation (e.g. to negotiate a task), if
any

e a history of utterances that are part of the conversation
e a history of recently mentioned concepts
e a structure of questions under discussions

e a grounding structure, consisting of a bounded stack of com-
mon ground units [40]

The turn-taking layer manages who has the turn for each conver-
sation (either one of the participants, *none*, or *conflict*). The
initiative layer manages which of the participants (or *none*) has
the initiative and is expected to move the conversation forward by
initiating new subtopics and performing forward-looking acts. The
grounding level manages how material is added to the common
ground of material understood by the participants.

Finally the Core Speech Acts [41] include the forward and back-
ward functions [1]. These have effects on aspects of the conversa-
tion, such as recency of mention (used for interpreting definite ref-
erences such as pronouns), questions under discussion (QUD), on
the negotiation state, and on the social state including establishing
and relieving obligations to act and commitments to propositions.
Core speech acts that have not been grounded are represented in
the contents of grounding units but not yet in the main part of the
information state.

Each of the dialogue acts described above has at least an ac-
tor, who performs the dialogue act, a addressee that is the main
intended audience, and a dialogue act type. Most will also have
other components, such as semantic content, that provide enough
information for the update functions.

The information state represents a snapshot of an agent’s model
of an ongoing interaction with other participants. When a partic-
ipant speaks (or otherwise performs communicative action), this
will be interpreted as performing a (possibly empty) set of dialogue
acts, and the information state will be updated with the effects of
this communication.

4. VISUAL PERCEPTION AND
MULTI-PARTY INTERACTIONS

There are a number of ways in which people use visual infor-
mation to impact the aspects of the dialogue model presented in
the previous section. In this section we describe these aspects, as
well as the model of the actions recognized by the visual channel,
and finally a message API for communication between the visual
recognizer and the dialogue manager.



Layer Info state components

Dialogue Acts

contact participant contact

make-contact, break-contact

attention focus

show, request, accept

conversation | conversation, topic
conversation participants

start-conversation, end-conversation, confirm-start, deny-start,
identify-topic, join, leave

turn-taking conversation turn

keep-turn, hold-turn, release-turn, assign-turn

initiative conversation initiative take-initiative release-initiative
grounding conversation CGUs initiate, continue, repair, acknowledge, request-repair, cancel
Core Social state (obligations, Forward: assert, info-req, order, request, thank, greeting, closing, express, check,

tiation, CGU contents

commitments, trust), QUD, Nego- | suggest, promise, offer, apology, encourage, accuse, intro-topic, avoid

Backward: accept, reject, address, answer, divert, counterpropose, hold, check,
clarify-parameter, redirect

Figure 1: Summary of Information state and dialogue acts

4.1 Aspects of the model influenced by visual
recognition

Many aspects of dialogue understanding can be influenced by
visual information about the speaker’s behavior. We start by ex-
amining the role of a few behaviors in several phenomena, namely
addressee recognition, turn-taking, grounding, focus of attention,
inter-personal relationships, and feedback actions. Each of these
are briefly described below.

As mentioned above, all dialogue acts have an addressee as one
of their parameters. There are several aspects of information used
to recognize an addressee, including explicit call by name, context
of who the previous addressee and speaker are, as well as expecta-
tion of who is most likely to be addressed with such an act (or set
of acts). Visually recognized information such as the orientation
of the body, head, and eyes of the participants can also play a role
[18]. All things being equal, one expects the speaker to gaze toward
the addressee.

Turn-taking is also greatly influenced by head and eye gaze of
the speaker and addressee [20, 6], especially at moments of silence
or at utterance completion points[14]. At this point a speaker will
often look away to keep the turn, or look at a next speaker to assign
the turn to that participant (or more weekly, invite that participant
to take up a next turn).

Grounding can be achieved by using physical behaviors as well
as verbal behavior. Gaze directed to an object of discussion can sig-
nal understanding [10], as can mirroring gestures and head nods.
Just as with speech, other behaviors can also be used to display
grounding such as contextually relevant responses of various sorts,
such as those described below. Lack of understanding can be sig-
naled e.g., with facial expressions such as furrowed brow, looking
away or staring without moving.

Gaze and pointing can be used to display or signal focus of at-
tention, and thus can be used for reference resolution.

Pointing, orientation and physical proximity [17] can be used to
signal inter-personal relationship status, such as affiliation.

Head nods and head shakes are commonly used to answer yes-no
questions, accept or reject offers, or express agreement or disagree-
ment.

4.2 Visual Perception

Human interactions with an embodied conversational agent are
often prolonged so the tracking algorithm needs to be robust enough
to not drift over time. The visual perception module was built with
the following requirements in mind:

e Automatic initialization

e User independence

Robustness to different environment (lighting, moving back-
ground, etc.)

o Sufficient sensitivity to recognize natural (subtle) gestures
e Real-time processing
e Stability over a long period of time

Based on the previous discussion, we identified three important
visual features:

GAZE To correctly model gaze, we define several states: look-away
and look-at-X (one for each participant X). The look-at-X states
mean that the human participant is currently facing one of the other
participants (participant X), virtual or human. In the general case,
look-at-X can also be used for deictic gestures where X is an object
of interest. The look-away state means that the human participant
is currently not facing any of the known participants (or salient
object in the scene). To correctly estimate the current state, we first
estimate the head position and orientation of the human participant
and then project the head gaze vector in the 3D world to determine
if it intersects a virtual agent.

In our visual perception module, head position and orientation is
estimated using the Adaptive View-Based Appearance Model [22].
In this framework, key frames are acquired online during tracking
and used later to bound the drift. When the head pose trajectory
crosses itself, the view-based model can track objects undergoing
large motion for long periods of time with bounded drift. This ap-
proach is able to track subtle movements of the head for a long
periods of time. When compared with an inertial sensor (Inertia
Cube?),the head pose estimation has a rotational RMS error smaller
than the 3° accuracy of the inertial sensor[22]. The position and
orientation of the head can be used to estimate head gaze which is
a good estimate of the person’s attention. When compared with eye
gaze, head gaze is more accurate when dealing with low resolution
images and can be estimated over a larger range than eye gaze [21].

HEAD NoODS To correctly recognize head nods, the visual percep-
tion module will analyze the head motion during the last 1.2 sec-
onds (average length of a head nod) and decide if a head nod is
happening or not.

We compute likelihood measurements of head gestures (head
nods and head shakes) using the computed head velocities as input
features to a multi-class head gesture recognizer. In our percep-
tion module trained a multi-class Support Vector Machine (SVM)



with two different classes: head nods and head shakes [23]. The
head pose tracker outputs a head rotation velocity vector at each
time step. We transform the velocity signal into a frequency-based
feature by applying a windowed Fast-Fourier Transform (FFT) to
each dimension of the velocity independently using a 32-sample,
1.2-second window. The multi-class SVM was trained on this in-
put using an RBF kernel.

HEAD SHAKES While head shakes do not happen as often as head
nods, they do have a strong correlation with negative feedback and
should not be ignored.. This visual feature is created in a similar
fashion to the head nods features. A separate pattern recognizer
was trained for head shakes.

4.3 Communication API

The vision system sends messages to the dialogue manager with
the results of visual recognition. The messages have the form:

vrVision facing gazee timestamp
vrVision gesture type timestamp

The first message tells the dialogue manager that the person be-
ing observed has shifted gaze to gazee. The second says that the
person has performed one of the gestures head-nod or head-shake.
Timestamps are in milliseconds.

S. UPDATED DIALOGUE RECOGNITION
ALGORITHMS

In this section we describe how the vision information from the
previous section is used to recognize aspects of dialogue described
in Section 3. There are at least three ways that visual information
can be used to update the model:

Behavior as utterance Visually recognized actions can be inter-
preted autonomously as performing one or more dialogue
acts, similar to the way speech is interpreted. This is the
most natural approach for recognizing conventionalized ges-
tures that have proposition content or relational content that
refers to previous (spoken or non-verbal) actions rather than
simultaneous speech. Head-nods and head-shakes are good
examples of these, as described below. Bows or a “thumbs
up” as evaluation would be other examples.

Behavior setting context Visual information can be used as con-
text to influence the interpretation of speech. A good exam-
ple is gaze, in which the specific head or eye movements may
happen much earlier than accompanying speech which may
occur while someone is still looking at someone or some-
thing.

multi-modal fusion Vision and speech recognition can be used to-
gether as input channels to a multi-modal fusion recognition
process. A good example would be iconic gestures, where
one must interpret hand motions relative to the words that
are being said at the same time in order to fully recognize the
intended concepts.

We currently use each of the first two techniques but defer the
last to future work.

5.1 Non-verbal “Utterances”

When head-nods and head-shakes are received, the dialogue man-
ager treats these just as if the person being observed had said “yes”

1. If utterance specifies addressee (e.g., a vocative or utterance
of just a name when not expecting a short answer or clarifi-
cation of type person)
then Addressee = specified addressee

2. else if speaker facing someone
then Addressee = faced participant

3. else if speaker of current utterance is the same as the speaker
of the immediately previous utterance
then Addressee = previous addressee

4. else if previous speaker is different from current speaker
then Addressee = previous speaker

5. else if unique other conversational participant
then Addressee = participant

6. else Addressee unknown

Figure 2: Addressee Identification Algorithm

or “no” respectively. Specific meaning in terms of dialogue acts
depends on the rest of the context.

HEAD NODS As mentioned above, head-nods are treated just as if
the observed participant had said “yes”. In this case, a set of rules
will interpret potentially multiple dialogue acts. As with a verbal
backchannel, performing a head-nod while someone is speaking
does not take a turn. If there is some content that is ungrounded,
needing only an acknowledgment, the nod will be seen as this kind
of grounding act. If there is a yes-no question under discussion in
a conversation that the nodder is a participant of, this will serve as
an answer, both committing the nodder to the positive proposition,
as well as resolving the question from QUD. Likewise, if there is a
proposal on the table, the nodder is seen as accepting this. Nodding
also acts as an indication of attention on the conversation.

HEAD SHAKES Head shakes are interpreted as if the observed par-
ticipant had said “no”. This functions the same way as a head nod
in terms of grounding and attention, but opposite in polarity with
respect to answering questions and addressing proposals.

5.2 Contextual Interpretation of Nonverbal Be-
haviors

The participant model includes a gaze field, which is updated
continuously when new facing messages are received, which refer
to a new gazee. This information is in turn used as context for a
number of other updates, as described below.

ADDRESSEE RECOGNITION The previous addressee recognition
algorithm used a set of information in a simple decision tree, as
described in [35]. While this algorithm worked very well for the
Mission Rehearsal Exercise [43], it suffered from two problems
for more general application, as pointed out in [26]: lack of use
of gaze information, and inadequate handling of group addressing.
The former is now corrected with the following revised algorithm
in Figure 2, in which step 2 is new.

TURN-TAKING The turn-taking model uses two sets of rules to
recognize acts: proposal rules that look at some features of an utter-
ance to decide that such an act might have happened, and selection



rules that arbitrate in case multiple acts are proposed. We use the
gaze information as follows.

If a speaker is looking away at the end of an utterance, then a
hold-turn act is proposed. If speaker is looking at someone then
the an assign-turn to the gazee is proposed. Other rules for propos-
ing an assign-turn act include asking a question or making a re-
pair or request-repair grounding move (assigning the turn to the
addressee). Performing a counter-proposal triggers a rule to pro-
pose a release-turn action, as does an utterance by a speaker who
does not have the initiative.

The selection rules currently prefer a hold-turn over both of the
other acts, and an assign-turn over a release-turn. Thus the gaze will
override the other end of turn indicators. The turn will be assigned
at the end of turn gazee unless the addressee is someone else and a
question is asked.

6. APPLICATION & TESTING

We have implemented the above theory and tested in the con-
text of the Stability And Support Operations: Extended Negotiation
(SASO-EN) domain [42].

6.1 SASO-EN

Our current test scenario is an expansion of that used in [38].
This scenario involves a negotiation about the possible re-location
of a medical clinic in an Iraqi village. As well as the virtual Doctor
Perez and a human trainee playing the role of a US Army Captain,
there is a local village elder, al-Hassan, who is involved. The doc-
tor’s main objective is to treat patients. The elder’s main objective
is to support his village. The captain’s main objective is to move the
clinic out of the marketplace, which is considered an unsafe area.
Figure 3 shows the doctor and elder in the midst of a negotiation,
from the perspective of the trainee. There are three main issues un-
der discussion, corresponding to different options for and plans to
accomplish the location of the clinic:

— whether to move the clinic near to the US Base (the captain’s pre-
ferred option, unsuitable for the elder)

—whether to keep the clinic in the marketplace (the preferred option
of both the elder and the doctor, though initially with negative util-
ity, unsuitable for the captain)

—whether to move the clinic to an old hospital location in the cen-
ter of the village (no one’s preferred option because of the large
amount of work needed to make it viable, but with potential for
positive utility).

For this scenario, the trainee can look either at the Doctor, the
Elder, or away from both.

6.2 SASO-EN Visual Perception

The visual perception module described in Section 4.2 was cus-
tomized for the SASO-EN scenario in three different aspects: def-
inition of gazee regions, IR-support and optimized messaging pro-
tocol. Since the SASO-EN scenario is designed for one human
participant and two virtual human, two regions were defined for
the gaze estimation, one for the elder and one for the doctor. Also,
the SASO-EN setup is in a dark environment, so we update the vi-
sual perception module to work with infra-red camera, under low-
illumination. New camera calibration was necessary. Finally, we
created an optimized network protocol between the visual percep-
tion module and the dialogue manager where only messages are
sent when the visual state changes (instead of using a set frame
rate). These customizations enabled multimodal interaction in the
SASO-EN scenario.

6.3 Proof of Concept Validations

Figure 3: SASO-EN Negotiation in the Cafe: Dr Perez (left)
looking at Elder al-Hassan

While we have not yet had a chance to do a full evaluation of the
impact that the inclusion of visual dialogue act recognition has on a
user’s negotiation experience, we have done preliminary testing on
several case studies that show improvement in the expected behav-
ior. We illustrate some of these here and provide videos showing
example interaction with and without vision.

ADDRESSEE RECOGNITION Using the previous algorithm of [35],
there are some points where an addressee can not be determined. Of
particular concern is at the beginning of a conversation, where little
context is available for guidance. If you come up to the two agents
and say “Hello” without vision, the agents will not know who is
being referred to. In this case, a likely response is for the agents to
clarify the addressee.

With vision, if you are looking at one of the participants, a sim-
ple “hello” will be interpreted as being addressed to the gazee, as
shown in Figure 4.

QUESTION ANSWERING AND GROUNDING This example in Fig-
ure 5 shows that a question (in this case a clarification question) can
be answered without taking a speaking turn. The doctor’s response
is thus very quick.

TURN-TAKING Without vision or an explicit verbal turn-taking act
by a speaker who has the initiative, the dialogue manager assumes
that the speaker continues to hold the turn, and waits for turn to
timeout before continuing, as in the upper part of Figure 6. With
vision, gaze at end of turn is used to recognize an assign-turn. No
delay is needed, as shown in the lower part of Figure 6.

7. CONCLUSIONS AND FUTURE DIREC-
TIONS

We have presented an integration of several non-verbal behav-
iors, recognized using the visual signal, into a multi-layer dialogue
model. The model works for multi-party conversation including
small groups of human and artificial agents. We have implemented
the model and tested in the SASO-EN negotiation domain.

There are several directions in which we want to take this work.
We describe them briefly here.

First, we would like to formally evaluate the impact of the vision
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Hello captain. ] [ Hello captain.

talking to me? } [talking to me?

No Visual
Perception

Hello captain.

With Visual
Perception

Hello captain.

Hello.

Figure 4: Illustration of dialogue using head orientation for addressee recognition

recognition on human subjects. We have so far done only tests of
specific cases as described in the previous section and tested whole
dialogues with about 5 users. These tests show that the addition of
vision has not broken the system and that people are able to negoti-
ate, but are not sufficient to show whethere there is any measurable
difference in metrics such as user satisfaction, task efficiency, or
even dialogue act recognition accuracy.

Second, we would like to expand the set of visual inputs used.
We have started to experiment with pointing gestures and other
proxemic cues. We would also like to recognize facial expressions
and body posture shifts.Third, we would like to improve the dia-
logue recognition algorithms. Given sufficient data it may be pos-
sible to learn appropriate conditions and or weights for the various
factors rather than use a strict preference ordering on signals.

Fourth, we would like to look at multi-modal fusion of input
and look at the detailed timing between spoken word and visual
movements by both speaker and addressee. Finally, we would like
to use the information in the dialogue model to improve recognition
of non-verbal behaviors, in a manner similar to [30].
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